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Abstract

The speed at which computer programs execute operations is fundamental to the way we build

applications, with faster performance lowering operational costs and creating better user experiences.

In addition, faster performance directly translates to the feasibility of new applications for complex

problems. A key component of the overall performance of computer programs is the performance of

their data structures, the structures which control how data is stored, accessed, and modified by the

program.

The traditional paradigm for creating data structures is to design them without formal knowledge

of their context. This includes two modes of design. In the first, data structure are designed for

broad applicability through worst-case guarantees which hold over arbitrary input data. In the

second, more complex data structures are specialized to the system at hand, with the designer’s

intuition implicitly guiding the design of the data structure towards one they believe performs well

on their context.

The goal of this thesis is to move past the prior paradigm towards a paradigm where learning

about context, i.e. data, query, and hardware properties, is explicitly integrated into the design

process of data structures. This is done by 1) choosing context properties to estimate from samples

of past data and operations, and 2) using these estimated properties to control the shape and

algorithms of data structures. The results show the possibility for fundamental improvements, with

data structure designs that depend on data showing theoretical and experimental performance

improvements on a large class of workloads when compared to designs which lack knowledge

of context. Specifically, we demonstrate 10-100X improvements in filter data structures, scans

over arrays, and hashing structures when compared to state-of-the-art designs from research and

industry.
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Chapter 1

Introduction

Data systems and structures are crucial in the process of turning the world’s information into

insight. They provide the infrastructure which allows analysts to ask questions through easy to use

interfaces and expect reasonable response times on reasonable budgets.

A key problem facing data systems is that each year we want more computation from them. For

instance, it is well documented that systems need to process an exponentially growing amount of

data each year [Reinsel et al., 2018]. Beyond the growth of data, systems also need to process a

growing number of queries [Djuraskovic, 2019, Sullivan, 2016]. Additionally, the analyses we want

to do are more complex, with the advent of more complex but more accurate or optimal algorithms

from machine learning and optimization.

The current solution to address the growing need for computation is to depend on advances

in computer hardware and on the engineering support to build e"cient data systems for this new

hardware and the newest types of analyses. This approach has worked well enough to support a

burgeoning information technology (IT) sector and allow for the service of many new applications,

but it has its limits. In recent years developments in hardware plus engineering e!orts have not

been enough to curb overall IT spending: each year organizations across both industry and science

need to spend more running their software stack [Rimol, 2022, Choi, 2020]. Additionally, the overall

performance of data systems is limiting progress in certain applications: for instance, in sciences

such as genomics and astronomy, many of the limits to what can be discovered now lie in the
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computational expense of querying large datasets to discover phenomena [Zhang and Zhao, 2015,

NIH, Stephens et al., 2015].

An exciting vision towards solving this problem of the increasing cost of software systems is

to create instance optimized systems. That is, instead of building systems which behave nearly

the same for each application scenario, design systems which optimize themselves to the context

at hand (i.e. things such as the incoming data and queries as well as provided hardware). This

vision has been revisited numerous times over the past 3-4 decades and in many forms. For example,

early work on component-based systems proposed building systems from plug and play components

and then adapting systems by using or not using particular data structures as part of systems

design [Batory and O’Malley, 1992]. More recently, there has been work on customizing base data

layouts to context: for instance, in relational systems by adapting between data layouts such as

row-store, column-stores and hybrids [Alagiannis et al., 2014, Arulraj et al., 2016]. Additional work

has looked into creating systems that automates physical index tuning in a way that is reactive to

the workload [Idreos, 2010]. Over the last couple of years, research e!orts are now focusing on the

larger vision: how to fully customize data systems across all critical parts of their designs by using

combinations of learning techniques [Kraska et al., 2019] and parameterization of their possible

design spaces [Chatterjee et al., 2021, Idreos et al., 2019].

Data systems are complex pieces of software with multi-million line code bases. There are

numerous components involved and instance-optimized systems need to adapt many of those

components. For example, recent work is looking into enriching through machine learning diverse

components such as query optimizers [Marcus et al., 2021], caching [Liu et al., 2020, Ch#$dowski

et al., 2021], and physical index selection [Ding et al., 2019]. In addition, recent work also looks

more holistically into the whole problem of tuning a complex data system and all its knobs using

machine learning resulting in design that are often superior than those of humans [Van Aken et al.,

2017].

Data structures are one of the most crucial components. Because all computer programs write,

access, and modify data as part of computation, the performance of their data structures is an

integral part of the performance of the overall programs. For instance, hash tables in just C++ are
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2% of overall CPU cost and 5% of overall memory cost at Google [Kulukundis], Bloom filters take

up a large portion of the memory allocation for LSM trees [Chatterjee et al., 2021], a majority of

the time spent in analytical SQL queries is on hash table joins [Sirin and Ailamaki, 2020, Dreseler

et al., 2020], index traversal plays a key role in the cost of OLTP transactions [Zhang et al., 2016],

and sketches are a computational bottleneck in network switches [Liu et al., 2019].

Our work in this thesis focuses on creating instance optimized data structures. Given a context,

our goal is to create optimal data structures that maximize performance and maintain good systems

properties such as robustness. We start by reviewing existing approaches.

1.1 Existing Approaches in Data Structure Design

The performance of data structures, such as their memory requirements or the latency of their

operations, is a function of both the data structure implementation and of the individual operations

given to the data structure. While the operations are generally viewed as unchangeable, the goal

of engineers is to design data structures which e"ciently support the target workload. We cover

three approaches towards designing these data structures, which we think of as “the traditional

approach”, learned data structures, and adaptive data structures.

1.1.1 The Traditional Approach

The most common approach to fitting data structures to workload is to use a combination

of engineer intuition and to combine this with rigorous analysis of the worst-case performance of

the data structure over arbitrary data distributions and operations. For instance, for canonical

implementations of data structures such as hash tables, we have big-O guarantees on the performance

of each operation conducted by the data structure (which hold regardless of data inputs). Then,

for constant factor optimizations, engineers make micro-level decisions about whether to prioritize

operations such as inserts or reads, and whether to prioritize metrics like operation latencies or

memory requirements. Even when building more complex data structures targeted for specific

workloads, this approach of programmer intuition and worst-case bounds is still the common

approach. Giving a specific example, MassTree uses a combination of tries and B-trees to support
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point and range gets as well as inserts e"ciently for a target workload of long URL prefixes, and

then backs up the data structure with worst-case bounds over arbitrary workloads [Mao et al., 2012].

In general, this approach of using engineer intuition and worst-case bounds is extremely robust,

making the produced data structures easy to use and deploy in applications.

However, the main drawback of this approach is that 1) each time we want to specialize a data

structure to context, a human needs to use their intuition to do so, and 2) that by thinking in terms

of arbitrary inputs we miss out on potential performance benefits by tailoring the data structure to

the realistic inputs it is likely to see.

1.1.2 Learned Data Structures

Learned data structures consist of using machine learning models to mimic or to augment

traditional data structures [Kraska et al., 2018, Ferragina and Vinciguerra, 2020, Ding et al., 2020].

This approach has produced significant benefits for certain operations, specifically when models

which are computationally cheap can well-approximate desired functions of interest. For instance,

numerous works have shown the ability for integer datasets to approximate quantile functions with

piecewise linear models instead of through the traditional approach of storing elements of a target

set [Kraska et al., 2018, Ferragina and Vinciguerra, 2020, Kipf et al., 2020, Crotty, 2021]. This

allows for replacing internal nodes of data structures such as B-trees with functional models which

require less space and can lead to faster traversal of internal nodes. Another example is from filter

data structures, where classification models are used as a source of side information to create filters

with better space/time tradeo!s [Kraska et al., 2018, Dai and Shrivastava, 2020, Mitzenmacher,

2018].

A weakness of learned data structure approaches is that more complex decision boundaries

create large computational overheads. For instance, in the case of filters, computationally complex

classifiers produce 184X slower query speeds compared to using traditional Bloom filters [Deeds et al.,

2020]. Similarly, learned order-preserving indexes are less e"cient on string datasets which have

more complex cumulative distribution functions than integers [Spector et al., 2021]. Additionally,

changes in the approximated function which can occur as a function of inserts to the dataset or as
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changes to queries can cause degradation in performance and so learned approaches tend to be less

robust.

1.1.3 Adaptive Data Structures

Adaptive data structures are another approach for achieving context-specific data structures.

The approach is organized around the idea of using operations needed by the data structure to

change the way the data structure operates. For instance, database cracking makes use of queries

to incrementally build index structures, building only the parts needed by the queries in question

and saving on index construction costs [Idreos et al., 2007]. A second example is that of adaptive

filters, where the filter structure in question changes its structure on false positives to reduce the

probability of future false positives from the same query [Mitzenmacher et al., 2020, Lee et al., 2021,

Bender et al., 2018]. While adaptive techniques vary in terms of which performance metric they

benefit, they are tied together by the idea of using data structure operations to implicitly learn

about the workload for the data structure and to optimize for that workload.

Adaptive structures give great benefits in that they do not need to learn a workload up-front,

but they generally make decisions we would have made if we knew the workload in advance. Thus,

they do not unlock fundamentally new designs in data structures but instead adapt data structures

towards known designs that fit the current workload. For instance, database cracking brings in

the idea of adaptively building only the parts of an index that are necessary (an obvious decision

if we knew which parts of the data are necessary beforehand!), but generally adapts towards a

known context-agnostic or context-specific data structure. Similarly, adaptive filters try to adapt

the filter to lower the false positive probabilities of recently seen queries, an approach similar in

nature to those of filters which learn about the workload beforehand (such as Weighted Bloom

filters, Stacked Filters, and Learned filters) [Bruck et al., 2006, Deeds et al., 2020, Kraska et al.,

2018]. As a result, we can think of adaptive data structures as a technique for bringing flexibility

into when workload knowledge is gathered and as a technique to adapt to shifting workloads, but

which requires beforehand a context-specific data structure design to adapt to.

Along with their main benefits of being able to adapt to changing data distributions and not
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needing knowledge beforehand, adaptive data structures have significant drawbacks as well. In

particular, they have to pay the cost of adaptation, which can be significant, and need to perform

all learning online, which is significantly harder as a problem generally than learning o%ine.

1.2 Cerebral Data Structures: A Parametric view of Context-

Specific Data Structure Design

Context-specific designs should give the best performance by definition: their design is specifically

tailored for the use case at hand. However, learned data structures computational expense and lack

of robustness mean that they are often not better than “traditional” designs, whereas for adaptive

data structures they are generally adapting between already known designs (context-specific or

traditional) and need to pay the cost of adaptation. Thus, while both are tremendously useful

in data structure design and have many use cases, they leave holes in that there are many data

structures where no known context-specific design produces meaningful improvements over designs

which work over arbitrary data. This raises several key questions: 1) can we understand when

context-specialization will give us substantial benefits over traditional designs, and 2) what are the

design options we control in terms of changing data structures to give us the best context-specific

performance.

While both these questions are not possible to answer fully, the goal of this thesis is to make

meaningful progress on both by showing a new approach to context-specific designs that outperforms

traditional, learned, and adaptive designs for major classes of data structures. We call this approach

Cerebral Data Structures. Towards introducing Cerebral Data Structures, we start with a high-level

restatement of the overall goal of data structure design. As data structure designers, we have control

over the data structure implementation but not the operations given to the data structure. At the

same time, the performance of the data structure is a function of both. Thus, our goal is given

the fixed context of workload operations, to choose a data structure design which is in some sense

optimal for the context.

Our approach is to formalize this optimization problem, and through doing so, enable a new
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framework for data structure design. In our approach, the workload of operations is viewed as

random, and we are interested in finding parameters of the random distribution of workload

operations such that under our model, much of the dependence of the performance of our data

structures on the workload is captured by the parameters. These parameters are then estimated

from samples of past operations. In conjunction with the introduced parameters, our goal is to

introduce new designs of data structures which take advantage of the value of the estimated workload

parameters. We place no limitations on the designs of these data structures, and note that the

designs can include components of both learned and adaptive data structures, but also that quite

often creating new designs by combining elements of context-agnostic data structures in novel ways

produces excellent performance. Using this formulation of the problem, choosing a context-specific

design becomes the problem of finding which data structure design obtains the best performance

given the parameters of the workload.

This approach moves forward the goals of designing context-specific data structures in two key

ways. First, by being rigorous in our approach to understanding how parametric models a!ect

data structure components, we can understand better the types of assumptions necessary to create

significantly better performance in data structures. Second, we show that creating context-specific

data structures does not need to require machine learning models inside the data structure. In

particular, we show several designs where all learning happens from the estimation of the parameters

of the workload, and that model-free data structures can be designed to take advantage of these

parameters which often match many of the best parts of learned data structures without having

their drawbacks.

1.2.1 Designing a Cerebral Data Structure Step by Step

To make the framework of Cerebral Data Structures more concrete, we introduce now a step-by-

step breakdown of the methodology of Cerebral Data Structures. This methodology still requires

human ingenuity, but the goal of the framework is that by adding structure to the creative process,

we allow for the faster discovery of new designs.

Step 1: Identification of Important Metrics. The first step in Cerebral Data Structures is
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to identify which metrics are of importance for the given problem (memory, computational speed,

accuracy, robustness,...), and to characterize what components of the data structure are responsible

for those metrics. For instance, in a hash table, the metrics are speed, memory consumption, and

robustness. The components which contribute to the overall performance are the hash function,

including its computational speed and collision probabilities, the storage of keys and values (which

influences memory and also speed via cache misses), the method for handling collisions, and the

cost of comparing keys which do collide. Often, based o! empirical profiling of a data structure, it

is known that certain components are more influential in overall metrics than others.

Step 2: Context-Specific Data Structure Design. We divide step 2 into two intrinsically

connected steps. Step 2a is to examine how workload assumptions, or lack thereof, influence the

design of these important components, whereas step 2b is the goal of finding a realistic assumption

that allows for a more performant component of the data structure. As an example, we examine how

Cerebral Data Structures looks at the hash function in hash tables. The goal of the hash function

is to provide uniform outputs in a computationally performant manner. Without knowledge of

context, the design of hash functions has to provide this uniformity in output over arbitrary keys.

As we show later in Section 3, by providing structure to keys by assuming certain bytes are random,

we can provide uniform outputs while being significantly computationally cheaper, thus making

overall more computationally e"cient hash tables. One could also use the Cerebral framework to

examine other components of hash tables such as collision resolution, how to redesign the comparison

operation, or compression for hash tables, with an eye on how parametric assumptions about the

workload would allow for optimizing each component. The eventual goal should be to show via

concrete equations how the parametric assumptions about the workload lead to greater performance

in some aspect of the data structure.

Step 3: Estimation of Parameter Values. The third step in Cerebral data structures is to

create estimators for the required parameters of the workload. This generally means creating a

function which takes in samples of past data and produces estimated values for the parameters

required. Building on our running example, for hash function design this estimator of parameter

values is a procedure which identifies which bytes are random and how random they are given
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samples of past data and queries.

Step 4: Instantiation. The fourth step in Cerebral Data Structure design is to go from estimated

values for the parameters plus some runtime info to a concrete instantiation of the data structure.

For instance, in our running example, this means taking our estimates of which bytes are random

and how random they are as well as runtime info such as the size of data structure required and

using this to produce the hash function for the data structure.

1.2.2 Benefits of Cerebral Data Structures

The approach of Cerebral Data Structures has two main benefits. First, by requiring a formal

parametric model of the workload, data structure designs can argue formally about their expected

performance on a workload. This enables easier comparison of data structures, and introduces

an operational understanding for users of data structures of when the context-specific design will

bring performance benefits. In particular, by formally stating workload assumptions, users of data

structures can more easily understand whether their workload fits these specified assumptions and

decide whether using the context-specific design will bring meaningful performance improvements.

Second, the approach allows very broadly for creativity in data structure design. It allows for

adaptive and learned data structures, but also allows (and indeed encourages) about the rethinking

of various components of classical designs in data structures. As we will see, this rethinking of

classical designs allows for data structures which are fit to context but do not use models inside the

data structure, with these designs maintaining many of the benefits of learned approaches to data

structures while providing superior computational performance as well as to robustness. Thus, the

framework of Cerebral Data Structures meaningfully broadens the set of possible data structure

designs.

1.3 Overview and Contributions

The rest of this work focuses on building out the framework of Cerebral Data Structures through

applications to several fundamental data structures. Through these examples, we give support to

the main thesis of this work:
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Thesis: Formalizing parameters of the workload and reasoning through how they a!ect data

structure designs is crucial to designing performant and usable context-specific data structures.

This thesis then leads naturally into what we feel is our primary contribution, a framework for

designing data structures which rely on explicit parameterized models of the workload. To support

our primary contribution, we show that this framework leads to designs which produce significant

improvements on three classes of fundamental data structures: hash functions with a focus on hash

tables (Ch. 3), filter data structures (Ch. 4), and predicate evaluation over unsorted arrays, a

central component of analytical databases (Ch. 5).

We choose these three structures to focus on because of their significant importance across

software systems including data systems. Hash tables are by and large the default way to access

data across all programs, and as a result improvements in their performance enable improvements

across general computer programs. For filter data structures, for many systems with data that

resides on disk or across network, the communication costs to get unneeded data is a major part of

their overall costs. And for analytical data systems, the cost to access their base data and evaluate

predicates on it is a baseline for the overall performance of the system as all analytical queries start

by selecting data to work over.

Before delving into each of these projects in detail, we introduce related background (Ch. 2),

and then afterwards, we talk about how to design new Cerebral Data Structures (Ch. 6). We then

conclude the thesis by restating many of the goals of Cerebral Data Structures and reflecting on

how the introduced ideas move forward these goals (Ch. 7).

1.3.1 Contributions

We believe the contributions of this thesis to be:

• Cerebral Data Structures: A framework for designing context-specific data structures that

works by creating formal parameterizations of data structure workloads and reasoning through

how these workload parameters a!ect data structure designs. (Ch. 1)

• Entropy-Learned Hashing: We apply the concept of Cerebral Data Structures to hash functions

and show how estimating the entropy of specific byte locations of incoming data items leads
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to hash functions which hash only parts of incoming keys, reducing hash computation, while

preserving the uniformity of hash function outputs. (Ch. 3)

• Hashing Performance Improvements: We show that Entropy-Learned Hashing provides higher

throughput than traditional hashing with improvements of up to 3.7→ for hash tables, 4.0→

for Bloom filters, and up to 14→ for data partitioning on medium-sized key types such as

URLs. We show improvements of up to 228X on large 8KB keys. (Ch. 3)

• Stacked Filters: We apply the concept of Cerebral Data Structures to filter structures, showing

how identification of frequently queried items combines with stacking filter structures to create

filters which have better false positive rate vs. memory tradeo!s than traditional filters while

being robust to workload shift. (Ch. 4)

• Filters Performance Improvements We show experimentally that Stacked Filters provide

improvements in FPR of up to 100→ at the same memory budget over the best traditional

filter designs, while they provide similar false positive rates to learned approaches in filtering

while being up to 184X faster. (Ch. 4)

• Column Sketches: We apply the concept of Cerebral Data Structures to database scans,

showing how creating an auxiliary index which represents items via a lossy approximation of

the CDF improves the performance of predicate evaluation over unsorted arrays regardless of

how many data items satisfy the predicate, the distribution of data values, and the clustering

of data values. (Ch. 5)

• Scan Performance Benefits and System Integration We show that using Column Sketches is a

robust way to improve scan performance across a range of queries, and is up to 4X faster than

the best alternative approach. (Ch. 5)

1.3.2 Published Papers

The material in this thesis is based in large part on the following publications:

• Brian Hentschel, Utku Sirin, and Stratos Idreos. Entropy-Learned Hashing: Constant Time

Hashing with Controllable Uniformity. In Proceedings of the ACM SIGMOD International

11



Conference on Management of Data, 2022, Philadelphia, PA, USA, June 12-17, 2022. [Hentschel

et al., 2022]

• Kyle Deeds*, Brian Hentschel*, and Stratos Idreos. Stacked Filters: Learning to Filter by

Structure. In Proceedings of the VLDB Endowment 2021, pages 600–612, December 2020. (*

denotes equal contribution) [Deeds et al., 2020]

• Brian Hentschel, Michael S. Kester, and Stratos Idreos. Column Sketches: A Scan Accelerator

for Rapid and Robust Predicate Evaluation. In Proceedings of the ACM SIGMOD International

Conference on Management of Data, 2018, Houston, TX, USA, June 10-15, 2018. [Hentschel

et al., 2018]

• Stratos Idreos, Kostas Zoumpatianos, Brian Hentschel, Michael S. Kester, and Demi Guo. The

Data Calculator: Data Structure Design and Cost Synthesis from First Principles and Learned

Cost Models, In Proceedings of the ACM SIGMOD International Conference on Management

of Data, 2018, Houston, TX, USA, June 10-15, 2018. [Idreos et al., 2018]
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Chapter 2

Background

We first provide the necessary background for the three classes of data structures we investigate

in detail in this thesis. In brief, we cover hash functions, hash table, filters, and scan based structures.

2.1 Hash Functions

Hash functions are amongst the most powerful concepts in computer science as they provide a

way to take arbitrary items and transform them into uniform random variables. In doing so, they

enable the creation of many data structures that have excellent guarantees regardless of the data

fed in to the structure.

The standard model of a hash function is that it is a completely random function mapping a

domain X to a codomain Y such that 1) every item x ↑ X has equal probability of having as output

every item y ↑ Y and 2) for any S ↓ X , the |S| random variables {h(x)}x→S are independent. More

intuitively, Y is usually the set {0, 1, . . . , m ↔ 1} and if we denote our random hash function by H,

then our model says that for any set of n inputs x1, . . . , xn and n outputs a1, . . . , an, we have

P(H(x1) = a1, . . . , H(xn) = an) =
n∏

i=1
P(H(xi) = ai)

= ( 1
m

)n

While this model, usually referred to as an ideally random hash function, is useful for the analysis
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of data structures, it is not realistically possible to create ideally random hash functions. This leads

to questions both about other models for hash functions and the related question of what should

our hash functions actually compute in practice.

From the theoretical side, the foundational formulation of hashing occurs in Carter and Wegman’s

introduction of universal hashing [Carter and Wegman, 1977], wherein they introduce the idea of

choosing a random hash function h from a larger family H such that ↗x1 ↘= x2, P(h(x1) = h(x2)) ≃

1/|Y|. This directly allows for computational guarantees on important hash data structures such as

separate chaining hash tables (see next subsection), showing that ideal randomness is not always

required for good performance. Still, this is not enough randomness for many data structures

[Pǎtra&cu and Thorup, 2010, Pagh et al., 2011], and so an expanded idea of hash randomness is k-

independence, which is that for any set of k inputs x1, . . . , xk, and k outputs y1, . . . , yk, the probability

of P(⇐ih(xi) = yi) = m↑k [Wegman and Carter, 1981]. Given this notion of k-independence, there

is then a large body of literature on how much independence is necessary for a given data structure

(see Cohen and Kane [2009], Schmidt and Siegel [1990], Pǎtra&cu and Thorup [2010], Pagh et al.

[2011] for examples), and on designing k-independent hash functions [Wegman and Carter, 1981,

Zobrist, 1990, Patrascu and Thorup, 2011].

In practice, systems designers generally avoid k-independent hash functions as they are deemed

too computationally expensive. Instead, they opt for hash functions which lack formal robustness

guarantees but are faster to compute and empirically observed to act like ideally random hash

functions [Appleby, b, Ramakrishna, 1988, 1989, Pagh and Rodler, 2004]. For instance, RocksDB

uses xxHash [Collet], Google heavily uses CityHash, Wyhash, and FarmHash [Pike and Alakuijala,

2011, Wang et al., 2020, Pike and Alakuijala, 2014], and C++ compilers such as g++ often choose

MurmurHash [GNU Compiler Collection, Appleby, a]. These hash function do have well established

principles about their design, and often base much of their design o! almost-universal hash functions

such as Multilinear-Modular-Hashing or Non-linear Modular-Hashing [Halevi and Krawczyk, 1997,

Black et al., 1999]. Never the less, the hash functions in question are also often known to have

provable collisions (i.e. x1 ↘= x2 but h(x1) = h(x2)) [Aumasson and Bernstein, 2012]. Thus, what

seems to matter most is that the sets which generate many collisions for these hash functions are
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extremely arbitrary, and so while these hash functions are open to adversarial hash flooding attacks,

on naturally occurring data sets their outputs appear identical to the outputs of ideally random

hash functions.

Exactly why hash functions used in practice give results that look ideally random is still unknown,

but one potential explanation for this phenomena comes from pseudorandomness. The essential

idea is that if the data itself is random enough, then hash functions with weaker guarantees in

terms of independence can be shown to perform in expectation nearly identically to those that

are fully random. In particular, it has been proven that 2-independent hash functions act nearly

identically to ideally random hash functions if data comes from a block source with enough Rényi

Entropy [Mitzenmacher and Vadhan, 2008, Chung et al., 2013]. This connection between entropy

and the necessary complexity of hash computation is connected to work in this thesis presented

later, wherein datasets with more entropy can do less computation while computing hash functions.

2.2 Hash Tables

Hash tables are amongst the most common data structures in computer science and implement a

map between keys stored in the table and their associated values. They generally need to support 2

main operations, inserting a new key and associated value into the table and retrieving the value for

a key (or reporting that the key is not in the structure). Because of their importance, the amount of

related work on hash tables is extremely vast, but we cover the most relevant canonical structures

for hash tables here as well as the state-of-the-art implementation techniques used by hash tables in

production.

2.2.1 Separate Chaining Hash Tables

Separate chaining hash tables are one of two canonical implementations of hash tables. A

separate chaining hash table is stored containing m slots, where m is a configurable parameter of

the table, and each slot contains a linked list of key-value pairs. Associated with a table having m

slots is a hash function mapping keys to {0, 1, . . . , m}.

To insert a key x with its associated value v, h(x) is computed and the key-value pair (x, v) is
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Figure 2.1: A depiction of Separate Chaining and Linear Probing Hash Tables (only keys shown)

put at the end of the linked list at slot h(x). Similarly, looking for the value associated with a key x

involves computing h(x) and traversing the linked list at slot h(x) until either the key-value pair

containing x is found or the end of the list is reached (in which case x is not in the table). Figure

2.1 shows an example of a separate chaining hash table.

To analyze separate chaining, let X be a set of n keys inserted into the separate chaining hash

table, and we will be interested in finding the mean number of comparisons needed to find a key

x ↑ X. We will denote this random value by P , where though we are taking an average over the

keys, the hash function is taken to be random.

Since swapping the insertion order of two keys does not change the average cost to access a key

(for any hash function), we may take the insertion order of keys in X to be a random permutation.

Now, examine a random x ↑ X. For each x↓ ↑ P, x↓ ↘= x, it has probability 1/m of being in the

same slot as x, and if in the same slot, a 50% chance of being before x (it was inserted before x)

and a 50% chance of being after. Thus, a query for x will make 1 + n↑1
2m

comparisons in expectation,

where the leading 1 comes from the fact a query for x will need to compare with itself with certainty.

Since x was arbitrary, it follows that E[P ] = 1 + n↑1
2m

. If we let ω = n

m
be the fill of the table, then

E[P ] ⇒ 1 + ω

2 . Similar logic shows the average number of comparisons when looking for a key not

in the table, denoted by E[P ↓], is E[P ↓] = ω.

Separate chaining hash tables are easy to manage and analyze because collisions only matter for

the same slot, however compared to other hash tables they have poor data locality because of many

pointer traversals and require extra space for the many pointers.
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2.2.2 Linear Probing Hash Tables

Linear probing hash tables have great data locality properties and o!er better performance than

separate hash chaining tables on modern hardware. The majority of state-of-the-art hash tables

in production today are variants of linear probing hash tables with additional optimizations on

top (these optimizations are covered at the end of this subsection). From a theoretical side, linear

probing hash tables are significantly more complex to analyze than separate chaining hash tables.

Linear probing hash tables start with a contiguous array of empty slots. To insert a key x into

the hash table, the hash h(x) is computed and used as an initial slot, and then the array is traversed

in sequential order until either the key is found and its value replaced, or until an empty slot is

found (the key is put there). Querying for a key follows the same approach and either returns the

value associated with a key or that the key is not present. Figure 2.1 shows an example.

The first analysis of linear probing hash tables under ideally random hash functions was done

by Donald Knuth [Knuth, 1963]. In the analysis, he shows that the average cost for querying a key

in the table and the average cost for querying for a missing key satisfy:

E[P ] = 1
2(1 + Q0(m, n ↔ 1)) (2.1)

E[P ↓] = 1
2(1 + Q1(m, n)) (2.2)

where Qi(m, n) =
∑

k↔0
(

k+i

i

)
n

k

mk and xk represents x to the falling kth power. Using that n
k

mk ≃ ωk

gives that

E[P ] ≃ 1
2(1 + 1

1 ↔ ω
)

E[P ↓] ≃ 1
2(1 + 1

(1 ↔ ω)2 )

A novel proof is given of these equations in Appendix A.

A line of work in theoretical computer science looks at what level of independence is required

from a hash function to give similar performance to that of an ideally random hash function [Schmidt

and Siegel, 1990, Pagh et al., 2011, Pǎtra&cu and Thorup, 2010]. Pagh et al. [2011] show that
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5-independent hash functions su"ce to give O( 1
(1↑ω)2 ) performance and Pǎtra&cu and Thorup [2010]

shows that using 4-independent hash functions can give logarithmic complexity in the time for

linear probing. These results provide intuition on how well hash functions should need to perform

in practice to give good results for linear probing hash tables; however, we note these proofs have

much larger constant factors dropped by the Big-O notation and that equations 2.1 and 2.2 tend to

be more predictive of performance in practice (for any reasonably well-designed hash function).

To optimize linear probing hash tables in practice, hash tables make use of tag bits which make

comparisons between keys faster [Google, Bronson and Shi]. The general idea of tag bits are that

they are short codes produced by a function on the inserted item. The tag bits are generally stored

in a metadata array with the same number of slots as the linear probing array, and then when

searching for a key, the table probes the metadata array (at the same slot values) to check if tag bits

match and then only if so, goes on to check the array of keys. Tag bits tend to be 8 bits long exactly,

so they take up one byte. This makes it so SIMD (single instruction multiple data) commands

can compare the tag bits of the queried for item against the tag bits of many items in the table

at once, making comparisons relatively cheap in modern hash tables. In terms of how tag bits are

produced, tag bits are generally taken from the result of hash function evaluation. In particular,

hash functions provide more random bits than are necessary for just inserting into a hash table

(commonly hash functions provide 64 random bits), and so the leading bits are taken to form an

item’s tag whereas the other bits are used to get the address slot for the item.

2.3 Filter Data Structures

A filter data structure, also called an approximate membership query (AMQ) data structure, is

a lossily compressed version of a set. In particular, this lossily compressed version of a set supports

membership queries of the form “is x in my set?” and returns answers with no false negatives and a

limited number of false positives. Matching the terminology of false negative and false positive, we

will refer to items in the set being lossily compressed as positive elements and all other items as

negative elements.

Filters have certain commonalities. First, all filters have a tradeo! between their two main goals
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of being small in memory footprint vs. producing as few false positives as possible. Second, all

filter structures support at least the operations construct, which takes in a set S to represent

lossily, and query, which given an element x to query for, returns whether or not the filter believes

the element is in the set. Additional operations that are commonly used, but not supported by all

filters, are insert, the ability to insert new items to the filter, and delete, the ability to delete

items from a filter. Some filters such as Bloom filters also support more complex operations like

union-ing two filters to filters to create a filter which lossily represents the union of the two sets in

the initial filters.

Filters fall into two broad categories: those that are workload-agnostic and provide the same

false positive probability for all negatives, and those that are workload-dependent and which try to

use either query skew or the semantics of what is included in the set to make di!erent negative

elements have di!erent false positive probabilities.

2.3.1 Workload-Agnostic Filters

Workload-agnostic filters are the older, more commonly used form of creating filter data structures.

They have the advantage that they can be constructed using only the set to be lossily represented,

whereas workload-dependent filters will generally need a sample of past queries to be constructed.

There are two main classes of workload-agnostic filters: Bloom filters and their variants, and

fingerprint-based filters. We cover both briefly and refer readers to Broder et al. [2002] for more

depth on Bloom filters and to the relevant cited papers for more information on fingerprint-based

filters.

Bloom filters [Bloom, 1970] are initialized by setting an array of bits of size m to all zero. When

adding an element, k independent hash functions h1(x), . . . , hk(x) are computed each giving results

between 0 and m ↔ 1. The bits bits at the locations h1(x), . . . , hk(x) are set to 1 (or kept at 1 if set

already). Querying an element computes the same k hash functions and checks if each bit is set to

1; if all are, the filter returns the item is in the set whereas if any are 0 then it returns the item

is not in the set. For an item in the set, this method guarantees the filter returns the item is in

the set, whereas for items not in the set there is some probability that all bits were set 1 by items
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put into the filter. When optimally configured in terms of the number of hash functions, the false

positive probability vs. size tradeo! for Bloom filters is approximately

m

n
= ↔1.44 log2 ω

where n is the number of items stored and ω is the false positive probability of the filter. See Broder

et al. [2002] for details of the derivation. We note that this equation tells the space in bits per

element needed to achieve a desired false positive probability. This is a commonality of all size vs.

false positive probability equations for filters and so we will denote the bits per element needed by a

filter (when optimally configured) to achieve a false positive probability of ω to be s(ω). Thus for a

Bloom filter, s(ω) = ↔1.44 log2 ω.

Fingerprint-based filter structures work by storing a fingerprint for each key, where a key’s

fingerprint is the result of a hash function h computed on that key. The fingerprint is usually a

fixed-width word containing some fixed number of bits k (k is tunable). Additional hash computation

is used figure out how to store each fingerprint inside the data structure in way that tries to minimizes

1) the possible number of fingerprints to compare against and 2) the space overhead of storing all

fingerprints.

A simple and non-optimal fingerprint filter is shown as an example in Figure 2.2. In the

example, the filter contains 8 buckets each with two slots for fingerprints of bit-width 4. To

store items, one hash function would be computed to figure out which slot an item goes into,

1100 0101 1110 0010 1111 0010 1001 0010

1111 1101 0101 1100

[0] [1] [2] [3] [4] [5] [6] [7]

Figure 2.2: Fingerprint filter

and then the item’s fingerprint would be stored

in the first empty location of the bucket (or

construction would fail if no empty locations

exist in the bucket). Querying for an item would

then follow the same steps and a positive would

occur if either item in the bucket matches the

fingerprint to be queried for. In our toy example,

this means the false positive rate would be less than 2 ⇑ 2↑4. Ideally, the goal of fingerprint filters

is to make the filter have little empty space (with high probability of construction success) and
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for queries to check against as few fingerprints as possible. The example given in Figure 2.2 is

sub-optimal compared to state-of-the-art filters but shows all the relevant concepts.

More state-of-the-art examples of fingerprint-based filters use more sophisticated ways of storing

fingerprints into the structure. For instance, Cuckoo and Morton filters are based on cuckoo-hashing

ideas for hash tables [Fan et al., 2014, Breslow and Jayasena, 2018], quotient filters are based on

space-e"cient linear probing hash tables [Bender et al., 2012, Pandey et al., 2017], and xor filters

exclusive-or together multiple items stored in a table to create the right fingerprint Graf and Lemire

[2019] (based on ideas from Bloomier filters [Chazelle et al., 2004]).

To ensure a false positive probability for all negative items, it is required (for sets S taken from

asymptotically large domains) that filters have s(ω) ⇓ ↔log2ω [Broder et al., 2002]. Both Bloom

filters and fingerprint-based filters have size vs. false positive probability equations which are well

approximated by equations of the form s(ω) = ↑ log2 ω

f
+ c with f ⇓ 1, c ⇓ 0. The goal is to make c

close to 0 and f close to 1, with current approaches coming arbitrarily close to the lower bounds for

space vs. false positive rate at the cost of higher construction times Dillinger and Walzer [2021].

2.3.2 Workload-Specific Filters

Workload-agnostic filters are defined by the fact that all negative elements have the same

probability of being a false positive, which also implies the expected false positive rate (what

proportion of queries at negative elements are expected to result in a false positives) for arbitrary

workloads. If we care most about the expected false positive rate, and we know that certain negative

elements are more likely to be queried or have information about how likely items are to be in the

set, we can move beyond the theoretical lower bound for workloads implied by workload-agnostic

filters and achieve lower false positive rates for specific workloads of interest. This is the approach

taken by learned approaches to filtering, where machine learning models can provide us with their

estimates of how likely an item is to be in the set stored and how likely items are to be queried. For

instance, in the task of URL Blacklisting, a classifier may give us info about how likely a queried for

item is to be in a list of spam URLs based o! the semantics of the URL itself.

This side information is then used to treat elements di!erently based o! the predictions of the
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classifier, with the main idea that items that are less likely to be in the set or have higher query

frequencies should be given more stringent checks by the filter. For example, in weighted Bloom

filters and their variants [Bruck et al., 2006, Wang et al., 2015, Dai and Shrivastava, 2020], items

which have lower likelihood to be in the set compute more hash functions than those likely to be in

the set. If the classifier is accurate, this means the filter itself will have fewer set bits and queries

for negative elements will compute more hash functions, both lowering false positive rates. Other

learning-based approaches di!er in how they use information from the classifier [Kraska et al., 2018,

Mitzenmacher, 2018, Vaidya et al., 2020], but have many of the same benefits. The drawbacks for all

learning-based approaches are usually the same: in exchange for their better space vs. false positive

rate trade-o!s, they have to deal with the computational expense of the model and robustness

concerns brought about by concept drift.

2.4 Database Scans: Predicate Evaluation over Unordered Arrays

We are going to be interested in evaluating equality predicates (find me values that equal x)

and range predicates (find me values greater than x1 and less than x2) over arrays that are not

sorted by value. The first thing to cover is why this problem formulation, and why is it central

to databases, as the natural tendency to answer these predicates e"ciently would be to perform

some form of ordering or partitioning on the array of data. To get there, we start by reviewing the

relational data model.

2.4.1 From Predicate Evaluation to Scans over Unordered Arrays

Relational database tables hold tuples, which consist of connected attribute values, and analytical

relational databases desire fast evaluation of queries with predicates over di!erent attributes for

each tuple (i.e. find me all tuples such that attribute A < 5 and attribute B < 10). For single

tables, there are usually many attributes to store, and queries often perform predicate evaluation

over many of these attributes.

One central question in relational databases is then how to organize data to fast answer these

queries. For instance, if a single attribute is used in almost all queries and helpful in selecting data,
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it makes sense to order or partition the whole table by that attribute, creating what is known as a

primary index or a clustered index. All other attributes then follow the order of the chosen attribute.

The limitation of this approach is that di!erent primary key column requires a separate copy of

the data (as only one ordering can be applied). While approaches to keeping multiple copies of the

data have been tried [Abadi et al., 2006, 2013], it is common mostly to have only a single primary

key and copy of the data, meaning data values and data ordering are unrelated for the majority of

attributes.

A second major approach to evaluating predicates over unsorted data comes in the form of

unclustered indexes. Here we induce some ordering or partitioning of the data in an auxiliary

structure, and then this structure points back to the main copy of the data where other attributes

can be retrieved. Unclustered indexes are usually variants of B-trees [Comer, 1979, Graefe, 2011] or

hash indexes Ramakrishna [1988], Ramakrishnan and Gehrke [2002]. While this generally makes

evaluation of the predicate much faster, the indirection caused by pointers back into the data and

the complications arising from this often make overall query execution slower if enough data satisfies

the predicate [Selinger et al., 1979]. This is known as the selectivity crossover point, and with

modern analytical databases, the crossover point is as low as 1% [Kester et al., 2017].

Thus, as a result, we end up with the question of how to best optimize scans over unordered

copies of data values and apply predicates in an e"cient manner. A first technique that helps in this

immensely is to partition the data by attribute, creating what are known as column-stores [Abadi

et al., 2013], and read only the attributes needed for each predicate before combining the results.

This reduces the problem to the one we study in detail: that of performing predicate evaluation

over a single array of values from a specific ordered domain.

2.4.2 Techniques in Optimizing Scans over Unordered Arrays

The most basic approach to evaluating a predicate over an unsorted array of values is a simple

in-order traversal over the data with an equality predicate (A = 5) or range predicate (5 < A < 10)

applied to each value. While simple, this approach is hyper-optimized in analytical column stores.

It is easily parallelized to many cores, increasing concurrency, and within a core extensive use of
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SIMD commands are used to evaluate the predicate over many data items with just a single CPU

instruction. As a result, this approach is fairly e"cient, and is used in practice today in many query

plans.

Several optimizations are added on top of this basic scan to improve performance. These include

techniques using lightweight metadata about groups of values, early pruning techniques which

partition single data values into disjoint sub-values, and lightweight compression techniques. We

go through each below, explaining how they reduce data movement which is generally the main

bottleneck for database scans.

Lightweight metadata techniques largely work as a way to skip data while doing an in-order

scan. Zone Maps are amongst the most widely used techniques today, and work by storing small

amounts of metadata such as min and max for blocks of data [Moerkotte, 1998]. This small

amount of metadata exploits natural clustering properties in data and allows scans to skip over

blocks that either entirely qualify or entirely do not qualify. Other techniques such as Column

Imprints [Sidirourgos and Kersten, 2013] or Feature Based Data Skipping [Sun et al., 2014] take

more sophisticated approaches, but the high level idea is the same: they use summary statistics

over groups of data to enable data-skipping. These approaches take advantage of the clustering that

tends to occur naturally in database attribute values, producing large benefits when they apply.

However, they produce no benefits when data is not clustered [Qin and Idreos, 2016].

Early pruning methods such as Byte-Slicing [Feng et al., 2015], Bit-Slicing [Li and Patel,

2013, O’Neil and Quass, 1997], and Approximate and Refine [Pirk et al., 2014] techniques work by

bitwise-decomposing data elements. On a physical level, this means partitioning single values into

multiple sub-values, either along each bit [Li and Patel, 2013], each byte [Feng et al., 2015], or along

arbitrary boundaries [Pirk et al., 2014]. After physically partitioning the data, each technique takes

a predicate over the value and decomposes the predicate into conjunctions of disjoint sub-predicates.

As an example, checking whether a two byte numeric value equals 100 is equivalent to checking if

the high order byte is equal to 0 and the lower order byte is equal to 100. After decomposing the

predicate into disjoint parts, each technique evaluates the predicates in order of highest order bit(s)

to lowest order bit(s), skipping predicate evaluation for predicates later in the evaluation order if
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groups of tuples in some block are all certain to have qualified or not qualified. Substantial amounts

of data are skipped if the data in the high order bytes is informative, however these techniques can

su!er under data skew.

Lightweight compression techniques reduce the time to scan unordered arrays by reducing

the total size of data read. Because data movement is the bottleneck for database scans when

compression is lightweight, this reduces overall time to evaluate predicates. If compression is too

heavyweight, the CPU cost of decompression outweighs the benefits of reduced data movement.

The major techniques which are used in databases include dictionary compression for categorical

data (such as country or college attended) [Müller et al., 2014, Willhalm et al., 2009], and frame-

of-reference(FOR) encoding, delta encoding, prefix suppression, and null supression for numerical

data [Zukowski et al., 2005, Westmann et al., 2000, Fang et al., 2010]. As these techniques will be

used in the creation of Column Sketches, which we introduce in Chapter 5, we di!er their discussion

until then.
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Chapter 3

Cerebral Hashing: Entropy-Learned

Hashing

This chapter introduces our first example of designing cerebral data structures, Entropy-Learned

Hashing, which looks at how randomness inside of incoming data items can be used to create faster

hash function evaluation while preserving the approximate uniformity of the hash function outputs.

We start by discussing the many uses of hashing and reviewing the traditional approaches to hash

function design before diving into the approach for Entropy-Learned Hashing.

3.1 Dataset Specific Hashing

3.1.1 Hash Functions and their many uses across Systems

Hashing is one of the core concepts in computer science; data structures and algorithms which

use hashing exist in nearly every computer program. It’s most ubiquitous use case, hash tables, is

the standard way to access individual data items. They are used both for fast access to hot data in

L1 cache across general purpose programs as well as for accessing colder data that lies outside of

cache either in memory or on disk. For example, in relational database systems hash tables are

used for joins and group by operations. Beyond hash tables, hashing is used in numerous other

core parts of computer science such as filters [Bloom, 1970], data partitioning [Polychroniou and
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Ross, 2014], load balancing [Mitzenmacher and Sinclair, 1996], and sketches [Broder, 1997, Flajolet

et al., 2007]. As a result of their many and important use cases, hashing is not only central within

relational databases [Ramakrishnan and Gehrke, 2002, Richter et al., 2015] but acts as a core

component of systems across compilers [Zhu, 2019], file systems [ZFS, 2019, Steve Tunstall, 2017],

gaming [Gregory, 2009], genomics [Mohamadi et al., 2016], and more.

Because hashing is so ubiquitous, it is a substantial portion of overall system cost. Google

states that 2% of its total CPU usage and 5% of its total RAM at the company is spent on just

one hash-based data structure, hash tables, in just one of the languages used, C++ [Kulukundis].

Including other languages and other hash-based operations, the total CPU and memory usage

spent on hashing overall is surely much higher. Meta makes similar statements, with developers

stating that hash tables are such "a ubiquitous tool in computer science that even incremental

improvements have large impact" [Bronson and Shi]. Moving from large cloud infrastructure to

particular applications, inside databases hash-based joins and aggregations are amongst the most

expensive and used operators; as a concrete example they account for over 50% of total time on 17 of

the 22 queries on the TPC-H benchmark for Hyrise [Sirin and Ailamaki, 2020, Dreseler et al., 2020].

Another example can be seen in compilers, where using hash tables in linking is a substantial part

of program compilation costs in Visual Studio [Zhu, 2019]. In addition to hash tables, hash-based

filters are a core component of LSM-tree based key-value stores [Idreos and Callaghan, 2020] and

can be a core computational bottleneck [Dayan and Twitto, 2021, Zhu et al., 2021]. Similarly,

hash-based sketches act as a key computational bottleneck in network switches [Liu et al., 2019].

These observations across diverse industries, systems and data structures demonstrate that:

Despite numerous algorithmic and engineering advances, hash-based operations are still expensive

because of the frequency and scale at which they are used.

3.1.2 Traditional Approaches to Hashing

A core component of all hash-based data structures and algorithms is the hash function itself.

Hash functions have two primary goals. The first is to create uniformly random outputs for any

number of input items. That is, the output should be jointly uniform as well as marginally uniform.
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The second is computational e"ciency. While ideally both goals would be optimally achievable,

they are practically at odds with each other. Thus a central question is how much randomness is

needed from the hash function for the operation at hand.

The traditional approach to this problem is to design hash functions which provide enough

randomness regardless of input data. This holds across both theory and practice. Theory approaches

work to design k-independent hash functions and analyze how much independence is needed for

given data structures, whereas approaches used in practice try to design e"cient hash functions

which provide results which appear identical to ideally random hash functions on large benchmark

of testing inputs. Both approaches are discussed in more detail in Chapter 2.1.

We focus on two aspects of the traditional approaches to hashing. The first is that while

theoretical computer science can provide performance guarantees for data structures through uses

of specific hash families, engineers in practice choose hash functions without robustness guarantees.

This is because 1) the computational performance of hashing is too important, and 2) the outputs

of these fast hash functions appear as random as that of an ideally random hash function [Appleby,

b, Ramakrishna, 1988, 1989, Pagh and Rodler, 2004]. This emphasis of hash performance over

robustness gives motivation to the problem that hash function computational speed is of large

importance. The second aspect we focus on is that the attempt to make hash functions which work

regardless of data inputs a!ects how these hash functions must work computationally. In particular,

this approach implies that hash functions need to operate over every input byte. We focus on this

specifically in Entropy-Learned Hashing, showing that if we have some structure in data inputs,

context-specific hash functions can provide similar guarantees to traditional hashing without looking

at every byte of data.

As mentioned in Chapter 2.1, one attempt to explain why empirically hash functions have outputs

that appear identically to ideally random hash functions comes from pseudorandomness: if data

itself is random enough, then hash functions with weaker guarantees in terms of independence can

be shown to perform in expectation nearly identically to those that are fully random [Mitzenmacher

and Vadhan, 2008, Chung et al., 2013]. This approach ties into our own approach: as data becomes

more random, producing (approximately) uniform outputs requires fewer input bytes of data.
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3.1.3 Entropy-Learned Hashing

We now use our framework of Cerebral Data Structures to improve hash function performance

in a context-specific manner. In the previous paragraph, we motivated that for many hash-based

data structures, the speed of its hash function as well as its uniformity is paramount to importance

(step 1). We additionally noted that traditional hash functions which need to work for all data

inputs must compute over every byte of input data (step 2a).

We now make use of our intuition for hashing, that if we know the randomness in input keys,

we can use this to break many of the requirements of traditional hash functions which need to work

over arbitrary inputs. In particular, we make use of the idea that if we take subsets of bytes which

are random from many keys, the resulting sampled set of keys is likely mostly unique (with only

a few duplicates). Then applying hash functions to this set of much smaller keys should produce

outputs which are still nearly as uniform as traditional hashing while being significantly faster to

compute. For example, for a dataset with keys of length 120 bytes, if a consistent subset of bytes

(e.g., bytes 3,7,9,12, and 15) is su"ciently random, almost all keys will be unique using just these 5

bytes and so hashing only this set of five bytes would required only 1/24th the computation while

the hash output is still close to uniformly random.

The rest of this chapter is then used to formalize this intuition and build out the components

needed to turn this intuition into a data structure design. In particular, we find a new parametric

quality of the workload (the Rényi entropy of incoming items) which can be translated into concrete

metrics for several data structures and algorithms of interest including hash tables, filter structures,

and data partitioning (step 2b). We show as well how to estimate this parameter of Rényi entropy

given samples of past data items (step 3), and how to choose how many bytes are needed for hashing

given our metric equations given parameter values and estimates of the parameter values (step 4).

Figure 3.1 shows the overall process. Overall, this makes it so that we can go from samples of past

data items to concretely realized hash functions which bring performance benefits on the task at

hand.

The major breakthrough of Entropy-Learned Hashing is that the time it takes to hash input

keys is now dependent on how random data is. As we show in our experiments, most datasets

29



Identify Random Bytes

Analyze Randomness
Needed for Data Structures

Choose Bytes Needed for 
Data Size and Structure

hashTable(size=10000)

[2] [4] [5]

[2] [4] [5] [7]

[2] [4] [5] [7]

Figure 3.1: The core steps in Entropy-Learned Hashing.

possess enough randomness that just a small number of bytes of data are needed for hashing for

most tasks. This makes hashing time essentially constant and divorces its computation time from

key size, as adding more bytes to a key no longer adds to hash computation time. This contrasts

with traditional hash functions which have linear computational cost with key size. As a result of

this di!erence, Entropy-Learned Hashing provides unbounded computational speedups as key sizes

grow.

The major contributions of the Cerebral Data Structures approach to hashing are:

• Entropy-Learned Hashing Formalization: We introduce a new way to design hash functions that

uses the entropy inside the data source to reduce the computation required by hash functions.

• Optimization: We show how to choose which bytes to hash given a collection of past queries and

data items to analyze.

• Generalization: We show how the entropy of partial-key hashes generalizes to data items outside

the given sample of data.

• Concrete Trade-o!s: We derive metric equations for three core use cases of Entropy-Learned

Hashing: hash tables, Bloom filters, and data partitioning. This allows trading speed in hash

computation for small changes in other metrics of interest such as the number of comparisons,
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FPR, and partition variance.

• Computational Gains: Comparing against state-of-the-art designs and implementations, Google’s

and Meta’s hash tables, we show that Entropy-Learned Hashing provides higher throughput than

traditional hashing. While this improvement is unbounded with respect to key size, for common

medium-sized key types such as URLs, we show this improvement is up to 3.7→ for hash tables,

4.0→ for Bloom filters, and up to 14→ for data partitioning.

3.2 Overview & Modeling

Having described the overall approach of Entropy-Learned Hashing, we now move on with a

detailed description of the technique which will span the next three sections. In this section, we

start with a more detailed overview as well as laying out the basics for notation and modeling which

we use throughout the paper.

Overview. The goal of Entropy-Learned Hashing is to learn how much randomness is needed and

to produce a hash function which does just enough work by controlling the input given to the hash

function. To achieve this goal, Entropy-Learned Hashing looks for bytes which are highly random on

input objects and passes just enough of these bytes to create a highly random output. Stated more

formally, Entropy-Learned Hashing consists of creating a hash function H ↓ which is the composition

of 1) a partial-key function L which maps a key x to any subkey of x (including potentially the full

key x), and 2) H, a traditional hash function. Our focus is on designing L, and H can be any of

the many well-engineered hash functions for full-keys.

In order to create the partial-key function L, Entropy-Learned Hashing uses three steps as shown

in Figure 3.1. First, it analyzes the data source x and identifies which bytes are highly random, and

how much entropy can be expected from a choice of L (Section 3.3). Second, it reasons about how

L a!ects data structure metrics (Section 3.4). Finally, it uses runtime information, such as the size

of the desired Bloom filter or hash table or the number of partitions in partitioning to choose which

bytes to use in L (Section 3.5).

Notation. The notation for all variables used is given in Table 3.1. Capital letters refer to either

random variables or sets whereas lower case variables refer to fixed quantities. The new notation is
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Notation Definition (filter, hash table, or load
balancer)

X, x key stored in the filter or hash table
H, h hash function for filter or hash table
Y, y query key in filter or hash table
m size of filter (in bits), table (in slots), or

# bins
n number of keys in filter or table
K set of keys
S|L multi-set of partial keys. Equal to

(K|L, z)
K|L Set of all partial keys.
z maps each key x ↑ K|L to |L→1(x)|. zx

is used as shorthand for z(x) through-
out.

Notation Definition (hash table only)
ω fill of hash table: n

m

P ↑ number of comparisons to find non-
existing key

P average # of comparisons to retrieve
a key in the dataset

Table 3.1: Notation used throughout the paper.

because keys entered into H are no longer unique. The set of keys K contained in a hash-based data

structure is broken down into the multi-set S|L = (K|L, z). Here, KL is the set of all partial-keys

(outputs of L applied to keys in K), and z maps each key in KL to the cardinality of its pre-image

in K. For instance, if L takes the first two characters of an input and K = {dog, dot, cat, fan},

then K|L = {"do", "ca", "fa"}, z("ca") = 1, and z("do") = 2.

Hash Function Model. We assume that H is ideally random, i.e. that for any distinct inputs

x1, . . . , xn, output range [m] = {1, . . . , m}, and outputs a1, . . . , an ↑ [m], we have

P(H(x1) = a1, . . . , H(xn) = an) =
n∏

i=1
P(H(xi) = ai)

= ( 1
m

)n

We do not use k-independent hashing; as noted before and as shown again in our experiments,

hash functions tend to perform empirically like their perfectly random counterparts. Moreover,

most proofs using k-independent hashing give big-O guarantees but drop constant factors [Pagh

et al., 2011, Pǎtra&cu and Thorup, 2010, Mitzenmacher and Vadhan, 2008]. These constant factors

are of significant importance for high performance hash functions.

Source Model. Conditioned on L we assume that the partial-keys L(X) are i.i.d. distributed
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because the main metrics for hash-based algorithms tend to be order-independent. For instance,

whether keys are ordered x1, . . . , xn or in the reverse order xn, . . . , x1, the slots filled in a linear

probing hash table or the length of the linked lists in a separate chaining hash table are identical.

Similar statements hold for the false positive rate of Bloom filters and the partitions produced by

partitioning. Thus, even if the original source has a temporal nature that might be better modelled

by a Markovian assumption, the marginal distribution over time is more important.

3.3 Creating Partial-Key Functions

The first step is to create the partial-key function L which needs knowledge about the data

we expect. In the case of fixed datasets, such as read-only indexes like those used in the levels of

LSM-based key-value stores [O’Neil et al., 1996], this is the actual dataset. With updates, we need

a sample of past data and queries.

Metric for Partial-Key Hash Functions. Partial-key functions have two metrics. The first is

the number of bytes in their output, with fewer being better so that subsequent hash computation is

faster. The second is the Rényi Entropy of order 2 of their output, also known as the collision entropy.

For a given discrete random variable X, its Rényi Entropy of order 2 is H2(X) = ↔ log
∑

n

i=1 p2
i

where pi is the probability that X takes on the ith symbol in an alphabet A = {s1, . . . sn}. It

draws its name from the fact that if X1, X2 are drawn i.i.d. from the same distribution as X, then

H2(X) = ↔ log2 P(X1 = X2). We use collision probability to refer to P(X) = P(X1 = X2) and

mean Rényi Entropy of order 2 whenever we use the term entropy. For Entropy-Learned Hashing,

Rényi Entropy tells us how likely collisions are to occur. The following lemma will be useful in our

analysis:

Lemma 3.3.1. Given n i.i.d. samples from a distribution X, the number of observed collisions

over the number of 2-combinations is an unbiased estimator of the collision probability for X. That

is, if ni is the number of times a symbol si appears in the sample, then we have

E[
∑

i

n2
i

2 ] = n2

2 P(X)
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where x2 = x(x ↔ 1) is the 2nd falling power. Equivalently,

E[
∑

i

n2
i

2 ] = n2

2 2↑H2(X)

Proof. There are
(

n

2
)

possible 2-combinations in n samples, each of which can produce a collision.

The probability of collision is 2↑H2(X) and so the expected number of collisions is
(

n

2
)
P(X).

Optimization.: Selecting the Bytes to Hash The goal is to optimize our two metrics on our

optimization set, which is either the fixed dataset or a training set of a sample of prior data items.

Since our two metrics are at odds, the goal is to find an optimal Pareto frontier establishing for

each k = 1, 2, 3, . . . , what set of k bytes from our full-key input produces the most entropy.

Insight into this problem, as well as potential solutions, can be found by analyzing the similar

problem for maximizing Shannon entropy (equivalently, Rényi entropy of order 1). In particular, for

Shannon entropy selecting the best subset of size k of random variables from amongst n random

variables is known to be NP-hard [Ko et al., 1995], suggesting that an optimal solution for Rényi

entropy is likely computationally di"cult. However, the greedy algorithm, described in detail below,

is known to provide a 1↔ 1
e

approximation to the best possible solution for Shannon Entropy because

Shannon Entropy is submodular [Nemhauser et al., 1978]. Additionally, real-life applications of the

greedy algorithm tend to get solutions which are close to the optimal solution [Balkanski et al.,

2021]. Inspired by this success and by the connectedness of Rényi and Shannon entropy, we use the

greedy algorithm to optimize Rényi entropy on our training set.

We start by using a dummy hash which reads zero bytes of the data items. Then, we continually

add new bytes to the partial key function L in a way that decreases the number of collisions the

most on the training data. After each new chunk of bytes, we record the entropy (either on the

fixed dataset or on a validation dataset if data is not fixed) and repeat the process. We stop

when L has no collisions on the training data, and note that at each iteration of the algorithm we

need only to look at data items which are not unique given previous bytes chosen for L, reducing

algorithm runtime substantially (items that are not equal on a subset of bytes cannot be equal on

a larger subset). At the end, we have a sequence of partial-key functions which are our solutions
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Algorithm 1 ChooseBytes
Input: train_data: either data items or sample of past data items
Input: test_data: data to check entropy on (if not for fixed dataset)

1: positions = vector()
2: entropies = vector()
3: max_len = maximum length of any data item
4: while not all partial keys unique do
5: positions.push_back(NextByte(data,max_len,positions))
6: entropies.push_back(EstimateEntropy(test_data, positions))
7: data = NonUnique(data, positions)
8: return positions, entropies

for k = 1, 2, 3, . . . bytes, with higher k meaning more input bytes are read but also monotonically

increasing the entropy of the output.

Algorithms 1 and 2 give (simplified) pseudocode for this procedure. Additionally, Figure 3.3

shows example output from the procedure. While for simplicity Algorithm 1 is shown choosing 1

byte at a time, our implementation chooses 4 or 8 bytes at a time. This is because most modern

hash functions which come after L operate one word of data at a time. In addition, we limit the

maximum byte being chosen for partial-key hashing so that 90% of data items are under that data

size. In the end, H ↓ looks as follows:
if len(x) > last byte used in L:

return H(L(x))
else

return H(x)

Because we designed L so that almost all keys satisfy the first if statement, this makes the full hash

function have predictable branching statements. This initial if statement is also dropped if the keys

are of fixed length. The result, when L is tightly integrated into the hash function H, is that H ↓

has predictable branches and a small instruction count on average.

Evaluating the Resulting Entropy. To make decisions on how many bytes are needed, we need

an estimate of the entropy of L(X). When data is fixed, we use the training set as a ground truth

value for the entropy. When generalization to new data is needed, we use separate validation data.

To estimate the entropy of L(X), we compute the empirical collision probability on the validation

set V by 1) computing L(x) for each x in V , 2) counting the number of collisions, and then 3)

dividing this by v
2

2 where v is the number of items in V . From Lemma 3.3.1, this gives an unbiased

estimate of the collision probability. To get an estimate Ĥ2 of the entropy, we take the negative log
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Algorithm 2 NextByte
Input: data: either data items or sample of past data items
Input: max_len: maximum length item in dataset
Input: past_bytes: past bytes chosen

1: min_coll, min_i = ⇔, ↔1 // track of min # collisions, most entropic byte
2: for i = 0 to max_len do
3: count_table, num_coll = {}, 0
4: for j = 0 to len(data) do
5: p_key = data[j] using (past_bytes, i) // form partial-key
6: p_key = (len(data[j]), p_key) // length is always part of partial-key
7: count_table[p_key] + = 1 // increment count partial-key
8: num_coll += (count_table[p_key] - 1) // add collisions (if any)
9: if num_coll < min_coll then

10: min_coll, min_i = num_coll, i // update best byte
11: return min_coll, min_i

of this number.

Given this estimator, the natural question to ask is "how many samples are needed?". The

techniques of [Acharya et al., 2017, Obremski and Skorski, 2017] use the birthday paradox to answer

this question; namely, if we want to say that the entropy is at least some value H2 with confidence,

we need O(2H2/2) samples. As we will show in Section 3.4, data structures or algorithms storing n

elements will generally need H2 to grow at a rate of log2 n, suggesting O(n1/2) samples is enough

to say with probability approaching 1 whether or not L(X) has enough entropy for a given task.

Giving a concrete example, when using v validation samples a 99% confidence estimator for the

entropy is: H2 ⇓ min






Ĥ2 ↔ 2

log2
v

2

4002

with probability 0.99. Thus if our data structure needs entropy

H2 = log2 n, setting v > 400
↖

n is enough validation samples to say with high probability whether

or not L(X) has the required entropy 1.

The most important takeaways are that the number of validation samples needed both varies with

the data size and also grows slowly with the data size. Thus, when we want to use Entropy-Learned

hashing on small data, the sample can be small because we only need to make sure it has just

enough entropy. When the data is large, the number of samples needed grows but much more slowly

than the data size.

1
We note this leading constant seems higher than what is necessary in practice, suggesting possible further

improvements in the analysis of this estimator.
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3.4 Connecting Entropy to Data Structure Performance

The next step in Entropy-Learned Hashing is understanding the entropy needed for a given

system task, i.e., a data structure or algorithm used in a system. We study specifically the entropy

needed by three of the mostly widely used hashing tasks, namely:

1. Hash tables which are the default way to access data by equality, and which are widely used

across general purpose programs including relational systems and key-value stores.

2. Bloom filters which are used to reduce accesses to a set and are used in databases to reduce

the costs of joins in OLAP systems as well as point queries in key-value stores.

3. Partitioning which is a core step in numerous algorithms.

Each of these tasks has multiple metrics of interest, including: CPU cost, memory footprint,

throughput, false positive rate, and much more. The three hash-based operations above present a

diverse set of expressions of these metrics. For example, Bloom filters have small memory footprint

compared to the other components, while they all have drastically di!erent characteristics in terms

of output write patterns which a!ects the overall throughput.

By creating cheaper to compute hash functions we improve the computational e"ciency; what is

left to show is that the small increase in expected collision probability does not result in significant

degradation on other metrics. For hash tables, the metric of interest for performance is the number

of comparisons needed to retrieve a key. For Bloom filters, it is the false positive rate and for

Partitioning the variance of the distribution of data amongst bins.

There are two takeaways from the analysis in this section. The first is that we can argue

formally about the needed entropy from partial-keys for data structures to behave as desired. This

allows us to design Entropy-Learned hash functions which bring end-to-end performance benefits.

Second, the analysis shows that across all tasks, Hash tables, Bloom filters, and Partitioning, the

needed amount of Renyi entropy in L(X) is approximately log2 n plus a constant c. Thus, for

a fixed dataset size, hashing needs only a constant amount of randomness. If some fixed set of

bytes provides this amount of randomness, then hashing only need look at these bytes and its

computation becomes independent of key size in that adding more bytes to the key does not increase
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hash computation time. Additionally, the dependence on n rea"rms our central thesis and further

clarifies where Entropy-Learned Hashing is most useful: for large (hence random) objects or small

datasets state-of-the-art hash functions do more work than necessary. The value of c depends on

how much collisions a!ect a data structure; for instance, hash collisions in Bloom filters produce a

certain false positive and so this has a high value of c, whereas for hash tables a collision produces

an extra comparison which is more tolerable and so c is lower.

3.4.1 Hash Tables

Two prototypical designs of hash tables are separate chaining and linear probing [Cormen et al.,

2009]. Separate chaining stores an array of linked lists. To query for an item, separate chaining

hash tables 1) perform a hash calculation to get a slot a between 0 and m ↔ 1 and then 2) traverse

the linked list at slot a until either the key is found or the end of the list is reached (the key is

not present). Linear probing stores an array of keys and queries the table by 1) performing a hash

calculation to get an initial slot a, and then 2) traversing the array in sequential order until either

the key is found, or until an empty slot is found (the key is not present). Separate chaining tables

are easier to manage and analyze because collisions only matter for the same slot, however they

have poor data locality because of many pointer traversals and require extra space for the many

pointers. In contrast, linear probing o!ers better performance but is more di"cult to analyze and

manage because of complex dependencies between hash values.

3.4.1.1 Hash Tables: Separate Chaining

Fixed Data. We first analyze separate chaining hash tables when the data is known which is an

important class of indexed data. We then show this analysis translates from known data to random

data.

Given S|L = (K|L, z), when querying for an item y not in K, the expected number of comparisons

P ↓ is

E[P ↓|y] = zy + n ↔ zy

m
⇒ zy + ω
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This is because the (likely 0) zy items which have the same partial key for sure are in the same slot,

and the other n ↔ zy items have 1/m chance of being in the same slot. This cost of querying for a

missing key is also equal to the cost of adding a new item into the hash table, and this relationship

holds true for linear probing as well. This is because additions first verify the item is missing and

then put the item into the first empty slot they find.

By the same logic, querying for a key x in K costs 1 + 1
2(zx ↔ 1 + n↑zx

m
) comparisons on average.

The leading 1 is because the query key for sure compares with itself, and the second term is 1/2

times the expected number of items in the same slot as x. Summing across all data, the average

cost P of querying for a key satisfies:

E[P ] ≃ 1 + 1
2ω + 1

2
∑

x→K|L

z2
x

n

Random Data. When generalizing partial-key hashing to unseen (random) data, the above

equations can be viewed as conditional expectations where we condition on the data. By using

Adam’s Law, i.e. E[X] = E[E[X|Y ]], we can average over the possible produced datasets given by

the random data. Using the union bound and Lemma 3.3.1, the expected cost of querying for a

missing key and the average cost for querying for a key satisfy

E[P ↓] ≃ ω + n2↑H2(L(X)) (3.1)

E[P ] ≃ 1 + 1
2ω + 1

2(n ↔ 1)2↑H2(L(X)) (3.2)

Comparison with Full-Key Hashing. For full key hashing, the corresponding costs for querying

for a missing key and the average cost to query for a key are

E[P ↓] = ω

E[P ] = 1 + 1
2

n ↔ 1
m

⇒ 1 + 1
2ω

This shows the tradeo! between partial key hashing and full key hashing. The number of comparisons

is lower for full-key hashing, but this advantage goes exponentially fast to 0 as the entropy of
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the partial key hash increases. At the same time, the partial-key hash is significantly cheaper to

compute.

Looking at the required relationship between n and the needed entropy of the input sub-keys

further clarifies when and why partial-key hashing is useful. When H2(L(X)) > log2 n, the number

of extra comparisons needed drops below 1 and continues to drop exponentially fast with more

entropy. Since hashing objects is more expensive than comparing them, this point represents near

definite savings; the hash computation for the table is much faster while the work after the hash

function is nearly the same.

3.4.1.2 Hash Tables: Linear Probing

Because of the complex dependencies between hash values and collisions, linear probing is

significantly more complicated to analyze resulting in lengthier proofs. We provide a high level

overview of the results here while detailed proofs can be found in Appendix A. We start with full-key

hashing. We analyze the expected length of a full chain T for a new item added to the hash table.

The chain includes the empty position on a chain’s right side but not on its left side. Figure 3.2

shows an example.

Full-Key Hashing. In Appendix A, we provide a novel analysis of linear probing showing

that the expected length of T satisfies E[T ] = Q1(m, n) where xk is the k-th falling power and

Qi(m, n) =
∑

k↔0
(

k+i

i

)
n

k

mk . For a new item, each location in a probe chain is equally likely as a hash

location and so the expected probe cost given T is E[P ↓|T ] = 1
2 + 1

2T . Using Adam’s law, it follows

that

E[P ↓] = 1
2(1 + Q1(m, n)) ≃ 1

2(1 + 1
(1 ↔ ω)2 )

which matches the known equations given by Knuth in [Knuth, 1998].

The average cost to query a key is then equal to the average cost to insert each key. Since the

insertion cost E[P ↓] depends on n, we use P ↓
i

to denote the cost when there are i keys in the table.
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X

Hash location

T

First empty location

Figure 3.2: Example of a linear probing chain.

The average cost to query a key is then

E[P ] = 1
n

n↑1∑

i=0
E[P ↓

i ] = 1
2(1 + Q0(m, n ↔ 1)) ≃ 1

2(1 + 1
1 ↔ ω

)

Partial-Key Hashing: Fixed Data. When given S|L = (K|L, z), the expected length of the

probe chain T depends on the number of partial key matches for the inserted key y, and satisfies

E[T ] ≃ Q1(m, n) + zyQ0(m, n) +
∑

x ↗=y

z2
x

m
Q1(m, n)

≃ 1
(1 ↔ ω)2 + zy

1 ↔ ω
+

∑

x ↗=y

z2
x

m(1 ↔ ω)2

When the new key is unique, the most common scenario when H2(L(X)) is high, each location in

the probe chain is equally likely and so E[P ↓|T ] = 1
2 + 1

2T . However, when the new key is not unique,

each position in the chain is no longer equally likely. Thus we make the worst case assumption that

it is at the end of the probe chain.

E[P ↓] ≃






1
2
(
1 + 1

(1↑ω)2 +
∑

x ↗=y

z
2
x

m(1↑ω)2
)

if zy = 0

zy

1↑ω
+ 1

(1↑ω)2 +
∑

x ↗=y

z
2
x

m(1↑ω)2 if zy > 0
(3.3)

When translating from P ↓ to P , we again have that E[P ] =
∑

n↑1
i=0 E[P ↓

i
]. Since the cost of

inserting each key is no longer the same, there is the question of how to evaluate this expression.

Here, we make use of a fact first noticed in [Peterson, 1957], that the average cost of querying is

equal for any order in which the items are inserted. Thus, in evaluating E[P ] =
∑

n↑1
i=0 E[P ↓

i
], we
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may choose the insertion order of the items. Inserting all keys with non-unique partial-keys first

and then inserting all keys with unique partial-keys gives the following bound for E[P ].

E[P ] ≃ n ↔ d

2n
+ 1

2Q0(m, n) + c

m
Q0(m, n) + c + d

2n
Q0(m, d)

⇒ 1
2(1 + 1

1 ↔ ω
) + c

n
+ c

m

1
1 ↔ ω

≃ (1
2 + c

n
)(1 + 1

1 ↔ ω
) (3.4)

We use c =
∑

x
z2

x for the number of collisions and d =
∑

x:zx↔2 zx as the number of items

that are duplicated keys. The above approximation assumes that d/m is small, which is the case

whenever most keys are unique. This holds true with probability near 1 if entropy is su"ciently

large.

Random Data. Using equations (3.3), (3.4), and Lemma 3.3.1 as well as Adam’s Law, we have

E[P ↓] ≃ 1
2(1 + 1

(1 ↔ ω)2 ) + n2↑H2(L(X)) 3
2(1 ↔ ω)2 (3.5)

E[P ] ≃ 1
2(1 + 1

1 ↔ ω
) + n2↑H2(L(X))(1 + 1

1 ↔ ω
) (3.6)

Comparison With Full-Key Hashing. The tradeo!s between partial-key hashing and full-key

hashing are similar to separate chaining. Again, we have a slight increase in comparisons as a

tradeo! for significantly faster hash function evaluation. The expected number of comparisons again

drops exponentially fast with the source entropy and H2(L(X)) needs only to be in the same order

of magnitude as log2(n) for the extra needed comparisons to be small. Thus, as before, partial-key

hashing makes the work of computing hash functions significantly cheaper while the work after the

hash function is near identical, producing a net performance benefit.

3.4.2 Bloom Filters

For Bloom filters, the central trade-o! is between the speed of the filter and the false positive

rate (FPR) of the filter. As the number of bytes given as input to the hash becomes smaller, hashing

becomes faster but there is a greater possibility of a partial-key collision, creating a certain false
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positive.

More formally, let FPR(m, n, H) denote the false positive rate of a Bloom Filter using m bits,

storing n items and using a hash function H. For a Bloom Filter using partial-key hash H ↓ = H ↙ L,

its number of set bits is a function of the number of distinct items fed to H. If no keys collide on L,

then it becomes a traditional Bloom Filter storing n items and using H. If there are n↓ < n distinct

items after L, then the resulting filter structure has the same number of set bits as one containing

n↓ items. So for query key y /↑ KL, it has a false positive rate of FPR(m, n↓, H), whereas if y ↑ KL

it has a false positive rate of 1. It follows that our Bloom Filter using h↓ has exactly the following

false positive rate:

FPR(m, n, H ↓) = P(Y|L ↑ KL) + FPR(m, n↓, H) (3.7)

The second term is less than FPR(m, n, H) as Bloom Filters’ false positive rates increase with

the number of items stored. If keys and non-keys are very di!erent conditioned on the set of bytes

L, then it is possible to make the FPR less than that of a standard Bloom filter by having n↓ << n

and P(Y|L ↑ KL) ⇒ 0. However, we will generally ignore this case and focus on the case where keys

and non-keys have the same distribution conditioned on L. In this case, a convenient bound for

(3.7) is

FPR(m, n, H ↓) ≃ P(Y|L ↑ KL) + FPR(m, n, H) (3.8)

which is the FPR of a standard Bloom filter plus the probability that the query key matches some

item in the key set on the bytes L.

Using the union bound, equation (3.8) translates to:

FPR(m, n, h↓) ≃ n2↑H2(L(X)) + FPR(m, n, h) (3.9)

Comparison With Full-Key Hashing. The above analysis rea"rms the central takeaway of our

analysis of hash tables; the entropy of the dataset needs to be on the order of log2 n. For Bloom
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filters, a reasonable additional goal is that the increase in FPR be no more than some chosen ε. In

this case, we need H2(L(X)) > log2 n + log2(1/ε). So an additional entropy term is needed to say

that collisions are very rare for new partial-keys. As we show in our experiments, datasets often

have this surplus entropy and so the Bloom Filter becomes significantly faster without su!ering any

false positive rate increase.

3.4.3 Partitioning & Load Balancing

With Partitioning the goal is to distribute n items, e.g., tuples or computational tasks, to a

set of m bins. Here, we characterize how even this allocation is by analyzing the variance of the

number of items assigned to each bin when each input key is unique. At lower variances, each bin is

distributed closely around the average number of items n/m whereas higher variance suggests the

bins are highly uneven. One important challenge comes when keys are skewed and heavy hitters

exist. While challenging, the unevenness comes from the existence of heavy hitters rather than the

quality of the hash function, and so we focus on the hash quality by considering the partitioning of

all unique items.

Full-Key Hashing. With full-key hashing, the variance of each bin is the variance of a binomial

with n balls each with probability 1/m. Thus for a specific bin, its number of assigned objects Y

has V ar(Y ) = n

m
↔ n

m2 .

Partial-Key Hashing: Fixed Data. The probability of each key in KL being assigned to a

specific bin is distributed as an independent Bernoulli trial with probability 1
m

. Letting 1H(x)=i be

the event that x was hashed to bin i, the variance of the number of objects Y assigned to bin i is

V ar(Y |K|L) = V ar(
∑

x→K|L

zx1H(x)=i) = (n +
∑

x→K|L

z2
x)( 1

m
↔ 1

m2 )

Partial-Key Hashing: Random Data. For random data, we use the same conditioning arguments

as before. Using Eve’s Law, i.e. V ar(Y ) = E[V ar(Y |KL)] + V ar(E[Y |KL]), we can calculate the

variance on random data. First, we note that for any set KL, the value of E[Y |KL] is n/m

by the randomness of the hash function (each bin is equally likely to contain any item). Thus
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V ar(E[Y |KL]) = 0 and again using Lemma 3.3.1, we have

V ar(Y ) ≃ (1 + n2↑H2(L(X)))( n

m
↔ n

m2 ) (3.10)

Comparison With Full-Key Hashing. As before, H2 > log2 n is enough for partial-key hashing

to have similar variance to full-key hashing in terms of absolute terms. Thus, as in prior cases, once

H2 > log2 n we have faster computation in terms of partitioning without sacrificing on the quality

of our partitioning.

An important secondary argument for load balancing is whether we care about the absolute

deviation from the mean or the percentage deviation away from the mean. While the absolute

variance grows with n, the relative standard deviation, i.e. the standard deviation over the mean, of

the bins decreases with n so that it becomes less and less likely that some bin has x% more than its

expectation. In particular, the relative standard deviation is less than

√
m

n

√
1 + n2↑H2(L(X)) ⇒

√
m2↑H2(L(X)) (3.11)

Since the expected distance from the mean for a binomial is dominated by its standard devia-

tion [Blyth, 1980], the above statement actually says that a bin’s expected proportional deviation

away from its mean is less than (3.11). So for instance, if we want a partition to be within 5% of its

mean on average, we can achieve this by having H2 ⇓ 2 log2
1

0.05 + log2 m.

Thus partitioning and load balancing have two regimes with regards to Entropy-Learned Hashing.

When small absolute variance is required, we need H2(L(X)) > log2 n; however, when n is large

and we are simply interested in bins being relatively similar sizes, we can let H2(L(X)) be greater

than log2 m plus a small constant, where the constant controls how much deviation is allowed.

3.5 Runtime Infrastructure

Section 3.3 showed how to estimate the entropy of datasets when conditioned on partial-keys

and Section 3.4 showed how much entropy is needed for important hashing-based tasks. This
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Start Location 
8-byte Word 

Estimated 
Entropy

48

56
40

80
72

11.3

29.1
22.4

29.2
infty

Capacity of separate chaining hash table
10,000

Chosen Bytes
40-47,48-55

Average Added Comparisons
2-22.4 * 10000 = 0.001

Figure 3.3: The amount of bytes needed is based on the data and the current data structure
capacity.

section brings everything together by explaining how to utilize Entropy-Learned Hashing at run

time: namely, given a hash-based task and analysis of a dataset, choose the Entropy-Learned Hash

function to have just enough randomness. Additionally, this section covers runtime infrastructure

related to robustness so that Entropy-Learned Hashing retains the trustworthiness of traditional

hash data structures.

Creating Hash Tables. Hash tables have a maximum capacity beyond which they need to rehash

the stored items into a new larger table. This keeps the load factor low and therefore query times

low. For Entropy-Learned Hashing, we use this maximum capacity before rehashing to decide L. In

particular, for separate chaining hash tables, we choose L such that H2(L(X)) > log2 n + 1, where

n is the maximum number of items the current table will hold before rehashing. For linear probing

hash tables, we choose L so that H2(L(X)) > log2 n + log2 5. Both values are chosen based on the

equations governing the number of comparisons, i.e. equations (3.1), (3.2), (3.3), and (3.4), and

make sure the number of comparisons executed using partial-key hashing and full-key hashing are

similar. An example of how the current capacity is used to choose L is shown in Figure 3.3, where

an initial table with capacity 1000 uses just the 8-byte word at location 48 to hash keys.

As the capacity of a hash table changes (as new items are inserted), a rehash is triggered causing

each item to be reinserted. Entropy-Learned Hash tables uses this opportunity to change the hash

function; for instance, when key 1001 is inserted into the hash table from Figure 3.3, a rehash

is triggered causing the table to grow. If the new capacity is above 211.3 = 2521, the partial-key

function adds another word to increase entropy to the required amount. As a result, the hash table

maintains just the right amount of entropy needed throughout its life cycle, using as cheap a hash
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function as possible without adding substantial extra collisions.

Bloom Filters. Bloom Filters need an estimate on the number of items they will hold before

their creation. This is because, without access to their base items, they have no access to grow the

number of bits being used. While there are techniques around this [Almeida et al., 2007], these

come with space and computation tradeo!s and it remains true that standard Bloom filters need an

up-front estimate of the number of data items. For Entropy-Learned Hashing, this makes it simple

to choose the hash function. Given a maximum number of items n and an allowable added FPR of

ε, we set the partial-key hash function to have entropy H2(L(X)) > log2 n + log2(1/ε).

Partitioning. For partitioning we require an estimate on the maximum number of items to be

partitioned. We also need user input on how even they want partitions to be. If absolute variance

is of primary importance (so that partitions are unlikely to vary by more than some # of tuples

regardless of partition size), then setting H2(L(X)) > log2 n + c assures that variance is no more

than (1 + 2↑c) times its usual amount. The default value of c which we use is 3. When relative

variance is more important, and users need partitions to be roughly even (i.e. within 100c% of each

other’s size), we set H2(L(X)) > log2 m ↔ 2 log2 c as dictated by equation (3.11). We use c = 0.05

by default so that partitions are expected to be within 5% of their expected size.

Robustness. While Entropy-Learned Hashing makes only weak assumptions, namely that data

which are somewhat random remain somewhat random, it recovers good performance quickly when

assumptions are violated. Entropy-Learned Hashing is the most robust for hash tables. This is

for multiple reasons, namely: 1) if collisions are as expected on items in the dataset, queries for

both keys in the data and not in the data return quickly (Section 3.4), 2) hash tables can monitor

collisions during insertions with little overhead, and 3) rehashing is an acceptable operation in

hash tables by default (it occurs in all standard hash table libraries). This third point is the most

key, and Entropy-Learned Hashing can rehash hash tables if collisions ever deviate from what is

expected, falling back to full-key hashing if needed. For Bloom filters, their # of set bits concentrates

sharply around their expected value [Broder et al., 2002], and this fact is used during construction of

Entropy-Learned Bloom filters to validate that the data items fit the expected level of randomness.

However, if they do not, or if queries are substantially di!erent than the inserted items, the filter
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must be rebuilt. For partitioning, the cost of overloaded bins depends on the context, but for

many contexts, such as in-memory radix partitioning, this can be solved by dividing the one or two

overloaded bins into multiple bins.

3.6 Experimental Evaluation

We now demonstrate that, by identifying and utilizing surplus randomness in data, Entropy-

Learned Hashing brings critical performance benefits against the top hash functions used at scale

today by Google and Meta and across a diverse set of hash-based core components of modern

systems.

Our experimental evaluation consists of three parts. The first part, which contains the bulk

of our experiments, shows that Entropy-Learned Hashing produces sizable benefits of up to 3.7→,

4.0→, and 14→ for common medium-sized key types such as URLs and text data. The second part

of our experimental section covers benefits from Entropy-Learned Hashing on large keys such as

those that would appear in deduplicating file blocks, with speedups of several orders of magnitude.

Finally, we cover training time for Entropy-Learned Hashing and present the run times for applying

the greedy algorithm to select bytes to hash.

3.6.1 Setup and Methodology

Data Structures and Operations. We use a diverse set of data structures and operations to

apply Entropy-Learned Hashing: we test with Hash tables, Bloom filters, and Partitioning.

For hash tables, we compare against Google’s hardware-e"cient linear-probing hash table

implementation, SwissTable [Google, Kulukundis]. This is the default hash table used in C++

throughout all Google operations, and has been heavily optimized as a result of the large computa-

tional footprint of hash tables at Google. A particular implementation note for SwissTable is that it

first does linear probing into an array of tag bits (8 bits per key) to see if chosen bits from hash

values match, and only if they do, compares the full items. This means probing for keys not in

the table is cheaper than probing for keys stored in the table. We also compared against F14, the

default hash table used at Facebook [Bronson and Shi]. The results are extremely similar and so we
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include only results with SwissTable.

For Bloom Filters, we implemented register blocked Bloom filters from [Lang et al., 2019].

To cut down hashing time, and thus to be conservative with respect to our benefits, we used a

variant of double hashing wherein we compute one 64 bit hash function, split it into two 32-bit hash

values, and then use these as the inputs to double hashing [Kirsch and Mitzenmacher, 2006]. We

also utilize the techniques for fast modulo reduction by multiplication from [Ross, 2007].

For partitioning, many of the techniques devised by database research such as software write

bu!ers [Wassenberg and Sanders, 2011] and non-temporal stores [Balkesen et al., 2013] do not apply

to large data types or variable length data types. Thus our partitioning is a simple for loop that

computes hash values and writes out data directly to a partition.

Base Hash Functions. We use three state-of-the-art hash functions. For hash tables, we use

wyhash, which is one of the two default options used in SwissTable. We use both the version

contained in SwissTable as well as the most recent optimized version of wyhash given directly by

the author [Wang et al., 2020]. For Bloom filters we use xxh3, which is used widely at Facebook and

is the default for the Bloom filters in RocksDB [Collet]. For partitioning we use the implementation

of CRC32 from the OLAP database Clickhouse [Zheng et al., 2020].

Implementation. We modify each of the three base hash functions. We maintain their basic

interface (input is an array of bytes plus a key length), and tightly integrate Entropy-Learned

Hashing. Thus there is Entropy-Learned xxh3, Entropy-Learned wyhash, and Entropy-Learned

CRC32. The bytes chosen to hash are selected at hash function construction and stored in a const

array. The functions read from data[locations[i]] instead of data[i], and we use templates to generate

e"cient code for partial-key hash functions using 1,2,3,4,.. words. These templates modify the

initial function to reduce branching statements because of the known length of the partial-key. All

implementation is in C++. All experiments for hash-based tasks are in-memory since hash-based

tasks typically run in-memory. For example, a hash table should always fit in memory to get good

performance while a Bloom filter will also typically reside in memory to protect from expensive disk

access. Thus such structures are both created and utilized in memory. When disk is involved, the

CPU cost of hashing is typically not highly visible in terms of operational latency unless very fast
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Processor Intel Xeon
E7-4820 v2

#sockets 4
#cores per socket 8
Hyper-threading 2-way

Turbo-boost O!
Clock speed 2.00GHz

L1I / L1D (per core) 32KB / 32KB
L2 (per core) 256KB
L3 (shared) 16MB

Memory 1TB

Table 3.2: Server Parameters

Dataset

name

Avg. key

length
# keys

UUID 36 100K

Wikipedia 129 22K

Wiki 22 99K

HN URLs 75 247K

Google URLs 81 1.2M

Table 3.3: Real-world data.

disk devices such as SSDs are used (although CPU usage is still reduced).

Datasets. We use five real-world datasets for experimentation. Two datasets consist of URLs, with

one containing the URLs of stored Google Landmarks and the other all URLs posted to Hacker

News during 2015 [Noh et al., 2016, Hac, 2015]. The other three, UUID, Wikipedia, and Wiki, are

database columns taken from a recent research study [Boncz et al., 2020]. They contain universally

unique identifiers, sampled text from Wikipedia, and Wikipedia entry titles respectively. Table

3.3 presents the number of items and average key length for each real-world dataset. In addition,

we use synthetic data to have finer control over key size and data size. Section 3.6.3 uses 80 byte

keys with bytes 32-39 drawn randomly from the alphabet (26 possible values), and all other bytes

constant. Section 3.6.6 uses 8KB keys with each byte ideally random.

Experimental Setup. We use an Intel Ivy Bridge server. Table 3.2 summarizes the server

parameters. We use Debian GNU/Linux 10 operating system. Data structures are queried for

a warmup phase before timing and input keys for queries are in cache. We pin the thread to a

particular core and locally allocate memory. We use Intel VTune’s uarch-exploration [Intel, 2021] for

performing hardware-level time breakdown and Linux perf [Linux, 2021] for performing memory-level

parallelism tests and software-level time breakdown.
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3.6.2 Number of Words vs. Entropy

Before demonstrating performance results, we first make the idea of surplus randomness more

concrete with examples from real data. We show that for many datasets with medium-sized keys,

good hashing properties can be achieved for data structures with millions of elements while hashing

only parts of the keys. We divide each dataset in Table 3.3 in half. We use the first part to choose

which bytes to hash in a greedy manner as described in Section 3.3. This produces an ordered list

of bytes (or words) to choose. Choosing more bytes from the list produces a partial-key function

providing more entropy. We use the second half of the dataset to get an unbiased estimate of the

entropy for each combination of bytes as described in Section 3.3.

LP Hash Table - 10,000 Items

1 Million Items

100 Million Items

a) b)

Figure 3.4: The entropy of a dataset grows quickly with the
amount of words being hashed. By 4 words, most datasets support
data structures with millions of elements.

Figure 3.4a shows that the entropy

of the result of the partial-key function

increases for all datasets with the num-

ber of words included. We see that by

3 words being included all datasets

have an entropy of at least 18, and 3

of the 5 have entropies above 25. For

Wikipedia and UUID, infinite entropy

is estimated because no collisions are

observed with the partial-key function.

Figure 3.4b shows how this entropy

translates into data structures, where

we see that the Google URLs dataset is capable of using partial-key hashing with hundreds of

millions of elements while hashing just a couple words. Similar results can be seen by transposing

the other four datasets onto Figure 3.4b, with most datasets supporting hash data structures larger

than the actual number of elements found in the dataset.
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Figure 3.5: Entropy-Learned Hashing reduces probe times for hash tables across datasets, data
sizes, and hit rates.

3.6.3 Hash Table Probe Time

After showing that datasets have enough entropy for partial-key hashing to be used,we now turn

to showing the performance benefits which can be gained by using Entropy-Learned hash functions

for data structures and algorithms. We first focus on hash tables. We examine the probe time per

hash table lookup, where we perform the lookups one after the other without any blocking, e.g.,

similar to the probe-phase of the hash join algorithm.

Entropy-Learned Hashing Reduces Hash Table Probe Time. We first test hash table probe

times on real-world datasets for small (L1-resident) and large data (L3/DRAM-resident) with 0%

(hit rate = 0) and 100% (hit rate = 1) hit rates. We test with Google’s SwissTable using three

hash functions: (i) the default hash function provided by SwissTable (GST), (ii) the most recent

version of wyhash (FK), and (iii) the Entropy-Learned wyhash hash function (ELH). The small

data contains one thousand keys, and the large data contains half of the number of keys of the

dataset (we use the other half to generate probes for missing keys). Figure 3.5 shows the results,

wherein Entropy-Learned Hashing provides speedups across all data sizes, datasets, and hit rates

over full-key hashing. Across the 20 experiments, the average speedup using ELH over wyhash and

SwissTable’s default hash function is 1.40→, with these speedups being as high 3.7→ over the default

hash function of SwissTable and as high as 2.9→ over wyhash, both of which are well engineered

functions and implementations.

Entropy-Learned Hashing Scales with Entropy, not Key Size. To understand the reasons

behind the speed up observed in Figure 3.5, we first need to return to Table 3.3 and Figure 3.4. For

full-key hashing, it needs to hash each byte of the dataset, and so the number of bytes processed is
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Figure 3.6: Entropy-Learned Hashing significantly reduces computation time bringing speedup as
high as 2.9→ for cache-resident hash tables with (a) low and (b) high hit rates.

on average the key length given in Table 3.3. For Entropy-Learned Hashing, the number of bytes

it hashes is when the entropy of the dataset (seen in Figure 3.4a) crosses the entropy needed by

the data structure (seen in Figure 3.4b). When there is a large gap between these two numbers,

Entropy-Learned Hashing produces large speedups. For instance, the large gap between the number

of bytes hashed is why ELH achieves 2.9→ speedup over wyhash and 3.9→ speedup over default

SwissTable in Figure 3.5a. Similarly, it is why ELH is 1.67→ faster than wyhash and 1.81→ faster

than default SwissTable on the Google dataset in Figure 3.5d.

While faster hashing computation uniformly brings speedups to hash table probes, the amount

of this speedup depends on other factors of hash table queries, namely the hit rate and hash table

size. We now explain how the combination of these factors with Entropy-Learned Hashing a!ects

performance.

Computation Dominates for Cache-Resident Hash Tables. For cache-resident hash tables,

memory requests return quickly and so computation dominates the overall cost of probes. In this

case, the savings created by Entropy-Learned Hashing depend on how much work there is beyond

the hash function evaluation. Figure 3.6 shows how the work beyond hashing di!ers for queries for

non-existing keys and for existing keys. When queries are for non-existing keys, computation usually

consists of the hash function plus small amounts of computation using the tag bits. As Figure 3.6a

shows, in this case the hash function evaluation is most of the cost and Entropy-Learned Hashing

brings significant benefits. This explains the 1.5→, 2.9→, 1.8→, and 1.8→ speedup over wyhash

seen in Figure 3.5a for the UUID, Wikipedia, Hacker News, and Google datasets, respectively.

53



When queries are for keys in the dataset, Figure 3.6b shows the comparison after the hash function

evaluation takes significant time. As a result, Entropy-Learned Hashing still provides benefits

but not quite as large as before, with the savings being 1.23→, 1.41→ 1.28→, and 1.28→ for the

UUID, Wikipedia, Hacker news, and Google datasets, respectively. Thus in cache, Entropy-Learned

Hashing provides up to a 40% speedup for queries on existing keys and up to a 3→ improvement on

non-existent keys.

Memory Parallelism Dominates for Large Hash Tables. At large data sizes, the increase in

computational performance from faster hashing leads to more e"cient use of the memory hierarchy.

This is due to the e!ects of CPU pipelining. Namely, when hash table lookups are done one after

the other without blocking, then the CPU typically pipelines multiple hash table lookups which are

then executed in parallel [Kocberber et al., 2015]. Entropy-Learned Hashing reduces the amount of

computation required, and as a result, the CPU fits a larger number of hash table lookups into its

pipeline. The e!ect of this increased pipelining is what creates the speedups seen at large data sizes

in Figure 3.5c and 3.5d across datasets, with Entropy-Learned Hashing being as much as 1.67→

faster than the nearest competitor.

The amount of this savings depends on the costs of memory accesses, with more expensive

memory accesses leading to larger improvements. For instance, in Figure 3.5d we see that the larger

datasets Google and Hacker News produce greater savings than the smaller datasets Wikipedia,

UUID, and Wiki. Similarly, comparing Figure 3.5d to 3.5c, querying for existing keys produces

greater savings because we view both tag bits and full-keys in comparison to just the tag bits most

often for missing keys.

Figures 3.7a and 3.7b refine this analysis. Figure 3.7a shows the memory-level parallelism

(MLP), which is defined as the number of L1 data cache misses per CPU cycle, for the Hacker News

and Google datasets using hit rate = 1. The higher MLP in 3.7a indicates that a large number

of data cache misses are being executed in parallel by Entropy-Learned Hashing than by full-key

hashing. Figure 3.7b shows how this a!ects the overall runtime of hash table probes under the

same setup, with Entropy-Learned Hashing reducing both the number of instructions executed and

memory waiting time. This analysis corroborates the results seen in Figure 3.5c and 3.5d, where
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Figure 3.8: (a) Entropy-Learned Hashing provides larger benefits for missing keys at small data
sizes and larger benefits for existing keys at large data sizes. (b) Entropy-Learned Hashing improves
memory-level parallelism.

Entropy-Learned Hashing provides a 1.31→ speedup on average over full-key hashing.

Entropy-Learned Hashing Scales with Data. We now turn to experiments with synthetic

data so that we can more finely control the data size and experiment with larger data sizes. Figure

3.8a shows the main result, which is that Entropy-Learned Hashing provides benefits for hash

tables across small and large data sizes. At small data sizes of 1K tuples, Entropy-Learned Hashing

provides 2.33→ speedups on queries for non-existing keys and 1.30→ speedups for existing keys.

For large data sizes of 100M tuples, this speedup is 1.3→ for missing keys and 1.7→ for existing

keys. Figure 3.8b shows that the reason for these speedups is as discussed before for the real-world

datasets. Namely, at small data sizes the savings in computation directly produce speedups for

Entropy-Learned Hashing, whereas for large data sizes the more e"cient hash computation leads to

better MLP which produces faster probe times.
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3.6.4 Bloom Filter Lookup Time & FPR

In this section, we evaluate Entropy-Learned Hashing for Bloom filters. We examine the lookup

time and false positive rate (FPR) metrics. As input parameters, we let the FPR of the filter be

3% and allow the Entropy-Learned Hashing filter to deviate in FPR by 1%. The filter uses 3 hash

functions, but computes only 1 due to double hashing. All parameters are tunable; this experimental

setup is meant to reflect high-throughput filters such as those in filter push-down before joins [Lang

et al., 2019]. For the small data size we use 1K keys and for the large data size we again use half

the number of keys in the data.

Entropy-Learned Hashing Reduces Filter Lookup Time. Figures 3.9a and 3.9b present

results for Bloom filters lookup time and FPR using xxHash and Entropy-Learned Hashing. Figure

3.9a shows that Entropy-Learned Hashing improves performance on high entropy datasets such as

Google, Hacker News, UUID, and Wikipedia. The speedup is consistently between 1.85→ and 4.51→.

For Wiki, which has both small key size and low entropy, the speedup is small. Across all datasets,

the average speedup is 2.10→, so that Entropy-Learned Hashing consistently provides drasticaly

faster throughput on Bloom filter queries.

Entropy-Learned Hashing has Tunable Added FPR. Figure 3.9b presents the FPR of Bloom

filters using Entropy-Learned Hashing and full-key hashing. Most importantly, as can be seen in

Figure 3.9b, the FPR is within 1% as our tuning parameter suggests so that our analytical bounds

hold. Additionally, Figure 3.9b shows that the increase in FPR is usually much less than this

tuning parameter, in this case being only 0.1%. Thus, for most datasets the di!erence in FPR is

negligible. Additionally, this FPR increase can be adjusted down or up as needed. Reducing the

allowed increase in FPR increases the entropy needed and so requires more hash computation, and

so this represents a tunable FPR vs. speed tradeo!.

Bloom Filters require more entropy than Hash Tables. For a dataset size of n and added

FPR of ε, ELH requires log2 n + log2(1/ε) entropy, which is approximately log2(1/ε) more entropy

than hash tables. For certain datasets such as Wiki or Hacker News, this goes beyond the entropy

they can provide using small partial-keys and so they revert to using full-key hashing at large data

sizes as can be seen in Figures 3.9a and b. For Google URLs, Wikipedia, and UUID, they have
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Figure 3.9: Improving Bloom filter lookup time (a) and false positive rates (b) for small and large
data sizes.

more than enough entropy and each can support at least 100→ more data or a 100→ lower added

FPR. Thus, these datasets maintain consistent speedups at no cost to FPR for very large data sizes

as seen in Figure 3.9b.

3.6.5 Partitioning Time & Variance

Partitioning is used in many contexts. For instance, tuples may be sent across the network in

settings such as map-reduce or simply partitioned in memory as in radix-partitioning before hash

joins. Because of this, the cost of partitioning depends very heavily on the application it is used in.

To help guide users in terms of whether Entropy-Learned Hashing can be useful for their application,

we provide three micro-benchmarks. These benchmarks show the increased computational e"ciency

of Entropy-Learned Hashing on partitioning and put this computational e"ciency in context. In

the first micro-benchmark, we only compute the partition assigned to each input key. In the second,

we keep a list of positional identifiers for each partition and write out the position of each key

assigned to each partition. In the third, we write out the actual keys assigned to each partition. As

we progress through the microbenchmarks, we move from a computationally heavy task with few

writes to a memory bandwidth intensive task which is mostly memory bound. Depending on the

setup, the benefit in performance from using Entropy-Learned Hashing may be between 14→ and

18%. Thus, the benefit of Entropy-Learned Hashing for partitioning depends on whether the saved

computational cycles are of use, either directly through speedups on the task at hand, or indirectly,

by allowing other computation to take place while network or memory I/O is being performed.
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Pure hashing Pos. id. Data
# Par. 64 1024 64 1024 64 1024
UUID 3.15 3.15 2.05 1.38 1.01 1.00
Wp. 14.10 14.09 6.18 2.66 1.23 1.18
Wiki 1.25 1.09 1.37 1.10 1.01 1.01
Hn 4.29 1.00 2.72 1.00 1.17 1.03

Ggle 7.83 7.82 2.51 1.42 1.01 1.00

Table 3.4: Speeding up when partitioning.

Like Bloom Filters, partitioning has a tunable parameter which allows the variance (equivalently

standard deviation) to increase in exchange for faster hashing. We set this parameters so that each

partition is expected to be within 5% of its mean.

Entropy-Learned Hashing Reduces Partitioning Time. Table 3.4 presents the speedups

of Entropy-Learned Hashing for the three configurations we examine. Entropy-Learned Hashing

dramatically improves the hashing computation as can be seen by the left side of Table 3.4, with

increases in speed of above 3→ for 4 of the 5 datasets and speedups of up to 14.1→. Partitioning by

writing out positional identifiers, seen in the middle column of Table 3.4, is similar, with increases

in speed of greater than 2→ for 4 of the 5 datasets and speedups of up to 6.2→. Thus, the results

show that the computational cost of partitioning is significantly cheaper using Entropy-Learned

Hashing. At the same time, writing out large amounts of data can limit the benefits of using ELH

for partitioning, as seen in the right side of Table 3.4. By writing out long-key strings at each

iteration of the partitioning, limitations on write bandwidth limit gains from Entropy-Learned

Hashing. Still, even in this case the speedups can be as much as 20%, and additionally CPU usage

is reduced which frees up the CPU for other tasks.

Partitioning quality is maintained using Entropy-Learned Hashing. Table 3.5 presents

normalized relative standard deviation for partitioning, where relative standard deviation is obtained

by dividing the standard deviation by the average. We calculate relative standard deviation for both

full-key and Entropy-Learned Hashing and normalize the Entropy-Learned Hashing to the full-key

hashing. As Table 3.5 shows, the normalized relative standard deviations concentrate around one,

which shows that the partitions produced by the full-key hashing and the partitions produced by

the entropy-learned hashing are similar. In the case they are not, such as for Hacker News with
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Pure hashing Pos. id. Data
# Par. 64 1024 64 1024 64 1024
UUID 1.44 0.95 1.44 0.95 1.44 0.95
Wp. 0.92 1.02 0.92 1.02 0.93 1.02
Wiki 1.35 1.01 1.35 1.01 1.35 1.01
Hn 2.06 1.00 2.06 1.00 2.05 1.00

Ggle 1.09 1.08 1.09 1.08 1.09 1.08

Table 3.5: The relative standard deviations of Entropy-Learned Hashing and full-key hashing are
similar.
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Figure 3.10: Entropy-Learned Hashing provides orders of magnitude speedups with large key
sizes.

64 partitions, the relative standard deviation of Entropy-Learned Hashing is less than 3% so that

partitions are within 3% of their expected number of items on average.

3.6.6 Large Key Experiments

A key benefit of Entropy-Learned Hashing is that it creates hash functions whose runtime is

independent of key size. While this provides computational benefits for data with medium sized

keys such as URLs and text, we now show that the speedup is much larger for large keys such as

file blocks. To demonstrate this e!ect, we repeat our experiments for hash tables, bloom filters,

and partitioning but with synthetic random keys of 8192 bytes each. Figure 3.10 shows the results.

For hash tables with all successful lookups, the benefits of Entropy-Learned Hashing are naturally

bounded because the need to compare full keys limits the throughput of this task. However, for

hash table lookups that are misses, Bloom filter probes, and partitioning, Entropy-Learned Hashing
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brings a large speedup that is unbounded and can be one to two orders of magnitude.

3.6.7 Training Time

We now demonstrate that the training time needed for Entropy-Learned Hashing is not a bottle-

neck. We use the full Google dataset. Table 3.6 shows the results, displaying algorithm run times

# bytes 1 4 8

Optimized 214 s 11.6 s 6.4 s

Naive 29 min. 13 min 5 min

Table 3.6: Training runtime

for a naive implementation which keeps all data points

at each iteration, and for our optimized implementation

which discards unique keys after each iteration. There

are three main takeaways. First, the training time is

reasonable for all sizes of contiguous bytes chosen, with

runtimes between several minutes and several seconds.

Second, pruning items which are unique from the dataset after each iteration produces substantial

runtime benefits (if an item is unique on some subset of bytes, adding new bytes cannot create

a collision for that item). Third, as the size of the contiguous byte locations we choose increases,

the runtime decreases significantly because there are fewer options at each iteration and because

after fewer iterations the number of data items that are non-unique is low (making each step, i.e.

Algorithm 2, fast).

3.7 Conclusion

With the experimental evaluation complete, we recap Entropy-Learned Hashing. Entropy-

Learned Hashing started with a simple observation: that if we knew properties of the data, hashing

every byte is not necessary. The framework of Cerebral Data Structures then uses this intuition to

build out Entropy-Learned Hashing, creating formalisms for how to choose bytes to hash, how the

parameter of Rényi entropy a!ects data structure performance, and how to use these parametric

equations plus samples of data to design hash functions. The end result is better hash performance,

with this improvement intuitively seen to grow as key sizes grow, and a fundamental breakthrough

in hash function evaluation time from being linear in the size of the key to dependent on the entropy

in the input bytes.
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Chapter 4

Cerebral Filters: Stacked Filters

This chapter introduces our second example of designing cerebral data structures, Stacked Filters,

which which looks at how identifying a set of frequently queried negative items in a workload leads

to filter data structures that can produce no false positives on this set without adding (substantial)

overhead to the space or computation of a filter and without sacrificing robustness. We start by

giving an overview of filters and their use cases before showing how the framework of Cerebral Data

Structures leads to the design for Stacked Filters.

4.1 Learning to Filter By Structure

4.1.1 The uses of Filter Structures

The storage and retrieval of values in a data set is one of the most fundamental operations in

computer science. For large data sets, the raw data is usually stored over a slow medium (e.g., on

disk) or distributed across the nodes of a network. Because of this, it is critical for performance

to limit accesses to the full data set. That is, applications should be able to avoid accessing slow

disk or remote nodes when querying for values that are not present in the data. This is the exact

utility of filter structures, also known as approximate membership query (AMQ) structures. Filters

have tunably small sizes, so that they fit in memory, and provide probabilistic answers to whether a

queried value exists in the data set with no false negatives and a limited number of false positives.
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For all filters, the probability of returning a false positive, known as the false positive rate (FPR), and

the space used are competing goals. Filters are used in a large number of diverse applications such as

web indexing [Goodwin et al., 2017], web caching [Fan et al., 2000], prefix matching [Dharmapurikar

et al., 2003], deduping data [Deng and Rafiei, 2006], DNA classification [Stranneheim et al., 2010],

detecting flooding attacks [Geneiatakis et al., 2009], cryptocurrency transaction verification [Gervais

et al., 2014], distributed joins [Ramesh et al., 2008, Quoc et al., 2018], and LSM-tree based key-value

stores [Dayan et al., 2017], amongst many others [Tarkoma et al., 2012].

4.1.2 Prior Approaches in Filter Design

Traditional Filters. As covered in Section 2.3, traditional filter designs (which we will call

query-agnostic designs) utilize only the data set during construction. For example, a Bloom Filter

[Bloom, 1970] starts with an array of bits set to 0 and using multiple hash functions per value,

hashes each value to various positions, setting those bits to 1. A query for a value x probes the

filter by hashing x using the same hash functions and returns positive if all positions x hashes to

are set to 1. When querying a value that exists in the data set (a positive value), these bits were set

to 1 during construction and so there are no false negatives; however, when querying a value not in

the data set (a negative value), a false positive can occur if the value is hashed entirely to positions

which were set to 1 during construction.

If the hash functions are truly random, then every query-able value not in the data set has the

same probability of being a false positive (this is also true of other query-agnostic filters such as

Cuckoo [Fan et al., 2014], Quotient [Pandey et al., 2017], and Xor [Graf and Lemire, 2019] filters).

This makes query-agnostic filters robust, as they have the same expected performance across all

workloads, and easy to deploy, as they require no workload knowledge. However, at the same time,

this limits the performance of query-agnostic filters, as they are required to work for any query

distribution. Additionally, the possibility for further improvements in the trade-o! between space

and false positive rate are limited, as current query-agnostic filters are close to their theoretical

lower bound in size [Carter et al., 1978, Broder et al., 2002].

Learning-Based Filters. Classifier based filters such as Weighted Bloom Filters [Bruck et al.,

62



2006, Wang et al., 2015], Ada-BF [Dai and Shrivastava, 2020], and Learned Bloom Filters [Kraska

et al., 2018, Rae et al., 2019] utilize workload knowledge, making it possible to move beyond the

theoretical limits of query-agnostic filters. Such filters need as input a sample of past queries and

using that they train a classifier to model how likely every possible value is to 1) be queried, and 2)

exist in the data set. The classifier is then used in one of two ways.

In the first [Kraska et al., 2018, Rae et al., 2019], it acts as a module which accepts values that

have a high weighted probability of being in the data. It cannot reject values as the stochasticity of

the classifier might cause false negatives. Thus, a query-agnostic filter is also built using the (few)

values in the data set for which the classifier returns a false negative. Queries are first evaluated by

the classifier, and if rejected, then probe the query-agnostic filter. In the second [Bruck et al., 2006,

Wang et al., 2015, Dai and Shrivastava, 2020], the classifier uses the weighted probability of being

in the set to control the number of hash functions used by a Bloom filter for each value. For values

with a high likelihood of being in the set, few hash functions are used, setting fewer bits in the filter

but also checking fewer bits, and therefore providing fewer chances to catch a false positive. For

values not likely to be in the set, this is reversed.

Classifier based filters can reduce the required memory to achieve a given false positive rate

when keys and non-keys have clear semantic di!erences. URL Blacklisting is such a use case [Kraska

et al., 2018], wherein browsers such as Google Chrome maintain a list of dangerous websites and

alert users before visiting one. Browsers store a filter containing the dangerous websites at the

client. For each web request, the client checks the filter; if the filter rejects the query, the website is

safe and can be visited. If the filter accepts the query, an expensive full check to a remote list of

dangerous websites is done. Because there are no false negatives, every dangerous website is caught,

and that there are only a few false positives means most safe websites do not need to perform extra

work.

However, classifier based filters o!er a host of new problems. First, the classifier has to be

accurate, which can be hard: for some workloads the data value and its probability of existing in

the data set are loosely correlated. For other types of data that appear in practice such as hashed

IDs, there is no correlation. Additionally, even when data patterns exist, often data such as textual
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keys have complex decision boundaries which require complex models such as neural networks

for accurate classification. As a result, the computational expense of the classifier is often orders

of magnitude more expensive than hashing. Finally, the classifier is trained on a specific sample

workload, and thus if the workload shifts, we need to go through the expensive process of gathering

sample queries and retraining the classifier to maintain good performance.

4.1.3 Cerebral Filters: Stacked Filter Structures

We now use the framework of Cerebral Data Structures to design Stacked Filters, a novel filter

data structure. We start by reasoning through how the parameterization of prior approaches a!ects

their designs, and use this reasoning to design a new parameterization of the workload that leads

to superior overall performance. In particular, by learning about the workload it maintains the

superior tradeo!s between FPR and space of learned filters, while the parameterization allows for

the removal of the classifier from the end structure, preserving the computational benefits and

robustness of traditional filters.

To get to our end design, we start by analyzing the prior approaches. For traditional filters,

given that they have only knowledge of the data in the set being stored, they have a clear place

to improve: the false positive rate (step 1). This is because they lack any parameterization of the

workload, and so cannot tailor the data structure to make more frequently queried items less likely

to be false positives (step 2a). In contrast, Learned filters have great false positive rate vs. size

tradeo!s, but have issues with computational speed and robustness (step 1). This is because they

have a very rich parameterized model of the workload, requiring as part of data structure operations

an estimate of the probability for an item to be in the filter. This in turn requires a classifier to to

be queried as part of data structure operations, causing the aforementioned problems with speed

and robustness (step 2a).

To enable the benefits of learning-based approaches without the classifier, Stacked Filters reduces

the parameterization of the workload to a simpler representation: that of a single set of frequently

queried negative values and how likely this set is to be queried (step 2b). Then, using this simpler

representation, we build a novel data structure consisting of a sequence of filters which alternate
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between representing values from the positive set and from the set of frequently queried negative

items. The structure makes it so that all frequently queried negative need to go through multiple

membership checks to be false positives, exponentially reducing their probability of being a false

positive. At the same time, each layer in the sequence of filters is both exponentially smaller in size

and exponentially less likely to be queried, and so both size and computation costs rise like geometric

series. As a result, these costs are close that of a single filter (step2b). The overall result is that

for workloads with any frequently queried non-existing values, Stacked Filters provide a superior

tradeo! between false positive rate, filter size, and computation than either of classifier-based filters

or query-agnostic filters. In particular, they match the false positive rate vs. size tradeo!s of learned

filters while being just as computationally e"cient and robust as traditional filters.

The rest of this chapter builds on the idea described above. In particular, it explains in more

detail how this stack of alternating filters works, and details the performance metrics of the overall

Stacked Filter structure given the parameters of the workload (step 2b). It also explains how to

estimate query probabilities from a sample of past data in order to build this set of frequently

queried negatives (step 3), how to choose what negative items should be in this set, and how to

optimize the overall Stacked Filter structure given the parameters of the workload (step 4). The

result is that given the implementation of each of these steps, we have an overall process which

takes in samples of past queries and produces and optimized filter structure for the task at hand.

Contributions. The major contributions of the Cerebral Data Structures approach to filters are:

• Data Structure Formalization: We introduce a new way to design workload-aware filters as

multi-layer filter structures which index both positives and frequent negatives.

• Generalization: We show that Stacked Filters work for all query-agnostic filters including Bloom,

Cuckoo, and Quotient Filters.

• Better trade-o! of FPR and size: We derive the metric equations of Stacked Filters for size,

computation, and false positive rate. Using these equations, we provide theoretical results showing

Stacked Filters are strictly better in terms of FPR vs. size than query-agnostic filters on the

majority of workloads, and quantify the expected benefit.

• Optimization: We show that the optimization problem of tuning the number of layers and
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layer sizes is non-convex. Still, we provide ϑ-approximation algorithms, running in the order of

milliseconds, which automatically tune the number of layers and the individual sizes of each layer

so that performance is arbitrarily close to optimal.

• Adaptivity: We show that the benefits of Stacked Filters can be extended to Stacked Filters built

adaptively. Here, Stacked Filters start with a rough knowledge of how skewed a workload is, but

not which values are frequently queried, and build their structure incrementally during normal

query execution.

• Experiments: Using URL blacklisting, a networking benchmark, and synthetic experiments

we show that Stacked Filters 1) provide improvements in FPR of up to 100→ over the best

alternative query-agnostic or classifier-based filter for the same memory budget, while retaining

good robustness properties, 2) provide a superior tradeo! between false positive rate, size, and

computation than all other filters, resulting in up to 130→ better end-to-end query throughput

than the best alternative, and 3) for scenarios where learning is not easy, Stacked Filters can still

utilize workload knowledge and o!er throughput up to 1000→ better than classifier-based filters.

4.2 Notation and Metrics

We first introduce notation used throughout the paper and metrics that are critical for describing

the behavior of filters. Table 4.1 lists the key variables and metrics.

Notation. Let U be the universe of possible data values, such as the domain of strings or integers.

Let P be a data set, which we will refer to as the positive set, and let N = U ↔ P be the set of

negative values. From now on we will refer to data values as well as to queried values as elements,

which is the traditional terminology in the filters literature. We will denote filter structures by F ,

which we treat as a function from U ∝ {0, 1}, and we say that x is accepted by F if F (x) = 1 and

that x is rejected by F if F (x) = 0.

As a filter, we have F (x) = 1 : ↗x ↑ P and we are interested in minimizing the number of false

positives, which are the event F (x) = 1, x /↑ P . The filter F is itself random; di!erent instantiations

of F produce di!erent data structures, either because the hash functions used have randomly chosen

parameters or because the machine learning model used in classifier based filters is stochastic.
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Expected False Positive Bound (EFPB). A traditional guarantee for a filter F is to bound

EF [P(F (x) = 1|x /↑ P )] for any x chosen independently of the creation of F . We call this bound

the expected false positive bound.

Expected False Positive Rate (EFPR). Given a distribution D over U which captures the query

probabilities for elements in U , the expected false positive rate is Ex↘D[EF |D[P(F (x) = 1|x /↑ P )]].

Optimization via Expected False Positive Rate. Query throughput most directly relies on

the EFPR and since the EFPR depends on the query distribution D, the goal of workload-aware

filters is to capture and utilize D to improve the EFPR. Namely, for x ↑ N with higher chance of

being queried, workload-aware filters should lower the probability that x is a false positive.

Robustness via Bounding False Positive Probability. Optimizing the EFPR helps system

throughput but brings concerns about workload shift. Query-agnostic filters can act as a safeguard

against such a shift. To see this, note that F and D are independent by assumption and so for a

query-agnostic filter with FPR ϑ,

Ex↘D[EF |D[P(F (x) = 1|x /↑ P )]] ≃ Ex↘D[EF |D[ϑ]] = ϑ

regardless of what D is. Thus, filters which provide an expected false positive bound provide an

upper bound on the expected false positive rate for any workload D chosen independently of the

filter.

Memory - False Positive Tradeo!. For all filter structures, their EFPR and EFPB can be made

arbitrarily close to 0 with enough memory, and there exists a tradeo! between the memory required

and the false positive rate provided. Thus for purposes of comparison, we always report EFPR and

EFPB with respect to a space budget. Space budgets in practice tend to be between 6 and 14 bits

per element, and are significantly smaller than the elements they represent (which can be anywhere

from 4 bytes to several megabytes).

For query-agnostic filters, the EFPR and the EFPB are equal, and is just called the false positive

rate. Additionally, for all query-agnostic filters, the false positive rate ω and size in bits per element

s are 1-1 functions of each other. When going from one to the other, we denote the quantities by
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Notation Definition
P Set of all positive elements
N Set of all negative elements
Nf Negatives used to construct a Stacked

Filter
Ni The complement of Nf , i.e. N \ Nf

s Size of a filter in bits/element
ci,S Cost of inserting an element from set S

cq,S Cost of querying a filter for an element
in S

Metric Definition
EFPR Expected false positive rate of a filter

structure given a specific query distribu-
tion

EFPB Upper bound on the EFPR of a filter
structure for queries chosen indepen-
dently of the filter

Table 4.1: Notation used throughout the paper

s(ω) and ω(s), which denote the size for a given FPR and the FPR for a given size respectively.

Computational Performance. Filter structures desire computational performance much faster

than the cost to access the data they protect. We denote the cost to insert into a filter an element of

set S by ci,S . We also denote the cost to query for an element of set S by cq,S . If no set is denoted,

then S = U .

4.3 Stacked Filters

We start by describing the structure of stacked alternating filters in this Section. Section 4.4

then provides the equations for this structure given the parameters of the workload. Finally, Section

4.5 shows how to estimate these parameters, how to choose the set of frequently queried negative

values, and how to tune the actual structure of stacked alternating filters, closing the loop from

workload sample to optimized data structure.

A Di!erent view on Filters. The traditional view of filters is that they are built on a set S, and

return no false negatives for S. An alternative view of a filter is that it returns that an element is

certainly in S (the complement of S), or that an element’s set membership is unknown. In Stacked

Filters, we use this way of thinking about filters, with S for di!erent layers of the stack alternating

between subsets of P and subsets of N , to iteratively prune the set of elements in U whose set

membership is undecided.

Stacked Filters by Example. We start with an example of a 3 layer Stacked Filter using Figure

68



4.1. The filter is given the data set P and a set of frequently queried negatives Nf . The first filter

in the stack, L1, is constructed using P similarly to a traditional filter except with fewer bits per

element so as to reserve space for subsequent layers. Conceptually, L1 partitions the universe U .

Items that L1 rejects are known to be in N and can be rejected by the Stacked Filter. Items accepted

by L1 can have set membership of P or N and thus their status is unknown. If the Stacked Filter

ended here after a single filter, as is the case for all query-agnostic filters, all undecided elements

would be accepted by the Stacked Filter.

Instead, Stacked Filters construction continues by probing L1 for each element in Nf . Using all

elements of Nf accepted by L1, and which therefore normally would become false positives, Stacked

Filters build a second layer with another query-agnostic filter. During a query, values which are still

undecided after L1 are passed to L2. If L2 rejects the value, the value is definitely in Nf , which

includes both P and N \ Nf , which we denote by Ni and call the infrequently queried negative

set. Since P ′ Ni contains both positives and negatives, the overall Stacked Filter accepts all the

rejected elements of L2 in order to maintain a zero false negative rate. If the element is instead

accepted by L2, then its set membership is still undecided and so it continues down the stack.

Construction then continues by querying L2 for all elements in P and building a third layer with

a query-agnostic filter. This layer uses as input all elements of P whose set membership is undecided

after querying L2. At query time, L3 performs the same operations as L1; elements rejected by L3

are certainly in P = N and so are rejected by the Stacked Filter.

Workload-aware Design. L2 and L3 are how Stacked Filters structurally incorporate workload

knowledge. They collaborate to filter out frequent negatives to minimize FPR. All frequent negatives

that are false positives on L1 reach L3 since they are in the construction set for L2, and so such

frequent negatives need to pass an extra membership check to be false positives for the full Stacked

Filter. To make deeper Stacked Filters, and thus perform more checks on frequently queried

negatives, we recursively perform this process, adding more paired sets of layers.

An intuitive understanding of the e!ectiveness of Stacked Filters comes from the interplay

between the extra size of additional layers vs. their benefit for FPR. Compare the simple 3 layer

example above, assuming each layer has an FPR of 0.01, with a single traditional filter using FPR
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Figure 4.1: Stacked Filters are built in layer order, with each layer containing either positives or
negatives. The set of elements to be encoded at each layer decreases as construction progresses
down the stack. For queries, the layers are queried in order and the element is accepted or rejected
based on whether the first layer to return not present is negative or positive.

0.01. If |Nf | = |P |, then L2 and L3 are on average 1/100 the size of L1, and the Stacked Filter has

2% higher space costs than a traditional filter. But for every element in Nf , the extra membership

check makes their FPR a full 100→ lower; thus if Nf contains any significant portion of the query

distribution, the Stacked Filter has a much lower EFPR.

General Stacked Filters Construction. Algorithm 3 shows the full construction algorithm.

Like both query-agnostic and classifier based filters, Stacked Filters need two inputs 1) the data set,

and 2) a constraint (memory budget or a desired maximum EFPR).

Stacked Filters also need workload knowledge similarly to classifier-based filters. Later on we

describe in detail how much knowledge is needed, and how to gather it (even adaptively). For now,

we denote workload knowledge abstractly as W , and feed this into an optimization algorithm which

returns 1) a set of frequently queried negatives, denoted by Nf , and 2) the number of layers TL and

false positive rate of each layer ω1, . . . , ωTL .

Querying a Stacked Filter. Algorithm 4 formalizes the description given in the example for

querying a Stacked Filter. Querying for an element x starts with the first layer and goes through

the layers in ascending order. At every layer, if the element is accepted by the layer, it continues to

the next layer. If an element is rejected by a layer containing positive elements (called a positive

layer), it is rejected by the Stacked Filter. Conversely, if an element is rejected by a layer containing

negative elements (negative layer), it is accepted by the Stacked Filter. If the element reaches the

end of the stack, i.e. it was accepted by every layer, then the Stacked Filter accepts the element.

We now show this algorithm is correct, and explain how the algorithm di!erently a!ects positives,

frequently queried negatives, and infrequently queried negatives.
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Algorithm 3 ConstructStackedFilter(SP , W, C)
Input: SP , W, C: data set, workload, constraint

1: SNf , {ωi} = OptimizeSF(W,C) In Sec. 5

2: // Construct the layers in the filter sequentially.

3: for i = 1 to TL do
4: Sr = {}
5: if i mod 2 = 1 then layer positive

6: construct Li w/ space s(ωi) → |Sp|
7: for xp ↑ SP do
8: Li.insert(xp)

9: for xn ↑ SNf do
10: if Li(xn) = 1 then
11: Sr = Sr ↓ {xn}
12: SNf = Sr

13: else layer negative

14: allocate Li w/ space s(ωi) → |SNf |
15: for xn ↑ SNf do
16: Li.insert(xn)

17: for xp ↑ Sp do
18: if Li(xp) = 1 then
19: Sr = Sr ↓ {xp}
20: SP = Sr

21: return F

Algorithm 4 Query(x)
Input: x: the element being queried

1: // Iterate through the layers until one rejects x.

2: for i = 1 to TL do
3: if Li(x) = 0 then
4: if i mod 2 = 1 then
5: return reject Layer positive, reject x

6: else
7: return accept Layer negative, accept x

8: return accept No layer rejected, accept x

Querying a Positive. Stacked Filters maintain the crucial property of having no false negatives.

During construction, every positive element xp is added into each positive layer until it either hits

the end of the stack, or is rejected by a negative layer. Querying the Stacked Filter for xp follows

the same path. Either xp makes it to the end of the stack and is accepted by the Stacked Filter, or

it is rejected by some negative layer and thus accepted by the Stacked Filter. Figure 4.1 shows how

this process works for the positive element p1.

Querying a Negative. For an infrequently queried negative element xi ↑ N \ Nf , it is in neither

P nor Nf and so has high likelihood of being rejected by both positive and negative layers. As a

result, the majority of infrequently queried negatives are rejected at L1, and the majority of false

positives occur from elements rejected at L2. Frequently queried negatives are a false positive for
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the Stacked Filter only if they are a false positive for each positive layer. This drives the FPR of

frequently queried negatives towards 0, as their false positive rate decreases exponentially in the

number of layers. Figure 4.1 shows how this process works for infrequently queried negatives n4 and

n5 as well as frequently queried negative n2.

Item Insertion and Deletion. Stacked Filters retain the supported operations of the query-

agnostic filters they use. If the underlying query-agnostic filter supports insertion, then so does the

Stacked Filter. The same is true for deletion of positives.

Insertion of an element after construction follows the same path as an insertion during the

original construction of the filter. The positive element alternates between inserting itself into every

positive filter, and checking itself against every negative filter, stopping at the first negative filter

which rejects the element. This process works even in the case that the element was previously

a frequently queried negative. The deletion algorithm follows the same pattern as the insertion

algorithm, except it deletes instead of inserts the element at every positive layer.

4.4 Metric Equations

We now present the metric equations and derivations for Stacked Filters. These equations are

then used in Section 4.5 to show how to tune Stacked Filters for optimal performance, and in Section

4.7 to show how Stacked Filters outperform state-of-the-art filters. We show that compared to

query-agnostic filters, Stacked Filters are as robust, while improving drastically in EFPR and size.

Notation. Stacked Filters metrics are written as a function of ϖω = (ω1, . . . , ωTL) plus an additional

dummy ω0 = 1 which is used for readability. To distinguish them from the metrics for the base filter,

metrics for Stacked Filters are denoted with a prime at the end, so for instance, the size and EFPR

of a Stacked Filter are s↓(ϖω) and EFPR↓(ϖω). The metrics are variations on either an exponential

function or geometric series. To make this clear by immediate inspection, we will often consider that

all ωi values have the same value ω (this also makes ω and TL easier to optimize in Section 4.5).
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4.4.1 Stacked Filters EFPR

To calculate the total EFPR for a Stacked Filter, we introduce a new variable ϱ which captures the

probability that a negative element from query distribution D is in Nf , i.e. ϱ = P(x ↑ Nf |x ↑ N).

Frequently Queried Negatives. For x ↑ Nf , a Stacked Filter returns 1 if and only if it makes it

to the end of the stack. This occurs only if it is a false positive on each positive layer and so the

probability of this happening is

P(F (x) = 1|x ↑ Nf ) =
(TL↑1)/2∏

i=0
ω2i+1

Infrequently Queried Negatives. For x ↑ Ni, its total false positive probability is the sum of

the probability that it is rejected by each negative layer, plus the probability it makes it through the

entire stack. For negative layer 2i, the probability of rejecting this element is
∏2i↑1

j=1 ωj · (1 ↔ ω2i),

where the first factor is the probability of making it to layer 2i and the second factor is the probability

that this layer rejects x. Summing up these terms and adding in the probability of making it

through the full stack, we have

P(F (x) = 1|x ↑ Ni) =
TL∏

i=1
ωi +

(TL↑1)/2∑

i=1
(
2i↑1∏

j=1
ωj)(1 ↔ ω2i)

Expected False Positive Rate. Since Ni and Nf partition N , the EFPR of a Stacked Filter is

ϱ
(TL↑1)/2∏

i=0
ω2i+1 + (1 ↔ ϱ)

( TL∏

i=1
ωi +

(TL↑1)/2∑

i=1
(
2i↑1∏

j=1
ωj)(1 ↔ ω2i)

)

If all ω values are equal, then this is equal to

EFPR = ϱω
TL+1

2 + (1 ↔ ϱ)ω + ωTL+1

1 + ω
(4.1)

Thus, the FPR for frequently queried negatives is exponential in the number of layers and goes

quickly to 0, whereas infrequently queried negatives have EFPR close to the FPR of the first layer.
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4.4.2 Stacked Filter Sizes

Size of a Stacked Filter Given the FPR at Each Layer. For every positive layer after the

first, an element from P is added to the layer if it appears as a false positive in every previous

negative layer. Thus, the size of all positive layers in bits per positive element is
(TL↑1)/2∑

i=0
s(ω2i+1) · (

i∏

j=0
ω2j)

Similarly, negatives appear in a negative layer if they are false positives for every prior positive layer

and so the size of all negative layers (using the traditional metric bits per positive element) is
(TL↑1)/2∑

i=1
s(ω2i) · |Nf |

|P | · (
i∏

j=1
ω2j↑1)

The total space for a Stacked Filter is the sum of these two equations. Because ωi values are small,

the products in parenthesis go to 0 quickly in both equations and so the total size of a Stacked

Filter is dominated by its first layer.

Size When Each Layer has Equal FPR. In the case that all ω values are the same, we can use

a geometric series bound on both arguments above, giving

s↓(ϖω) ≃ s(ω) · ( 1
1 ↔ ω

+ |Nf |
|P |

ω

1 ↔ ω
) (4.2)

where s↓(ω) represents the size in bits per (positive) element.

Stochasticity of Size or Filter Behavior. When constructing Stacked Filters, there are two

choices when it comes to space. First, all filters can have their memory allocated up front. Using

this method, size is fixed but if a higher proportion of elements makes it through the initial layers of

the stack, bad behavior can happen at the subsequent filters in the stack. This happens in the form

of increased FPR (Bloom filters), failed construction (Cuckoo filters), or long probe times (Quotient

filters). Instead, our default is to allocate size proportional to the number of items which make it to

a layer in the stack (see lines 6 and 14 of Algorithm 3). This makes the size of a Stacked Filter

random, however, for large sets the size of a Stacked Filter concentrates sharply around its mean.

In particular,

P(|s↓ ↔ E[s↓]| ⇓ kE[s↓]) ≃

1
|P | · ωmax

k2 · ( s(ωmin)(1 ↔ ωmin)
s(ωmax)(1 ↔ ωmax))2 ·

(1 + |Nf |
|P | )

(1 + |Nf |
|P | ωmin)2
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where ωmin, ωmax are the lowest, highest FPRs of any layer in the Stacked Filter. The proof can be

found in Appendix Section B.3.1. The leading 1
|P | term ensures that for large sets the chance of

deviating away from the expected set size is negligible.

4.4.3 Stacked Filter Robustness

The First Layer Provides Robustness. Any element in N is either in Ni or Nf , and so its

probability of being a false positive is either P(F (x) = 1|x ↑ Ni) or P(F (x) = 1|x ↑ Nf ). Since

elements of Ni have a higher chance of being a false positive, the EFPB of a Stacked Filter is

P(F (x) = 1|x ↑ Ni). For a Stacked Filter, an easy bound on this is the FPR of the first layer. Since

the majority of the size of a Stacked Filter is in its first layer, worst case performance is similar to a

query-agnostic filter (of the same size).

Performance Change Under Workload Shift. While EFPB provides worst case bounds, the

EFPR equation shows what happens under the common case of more mild workload drifts. For an

initial query distribution D with corresponding ϱ, which changes to D↓ and corresponding ϱ↓, the

change in EFPR from D to D↓ depends only on the change in ϱ to ϱ↓. In particular, the change in

EFPR is

(ϱ↓ ↔ ϱ) ·
(
P(F (x) = 1|x ↑ Nf ) ↔ P(F (x) = 1|x ↑ Ni)

)

Thus, the performance in terms of EFPR for a Stacked Filter decreases linearly with the change in

the proportion of queries aimed at frequently queried negatives.

4.4.4 Stacked Filter Computational Costs

Like the previous derivations, the resulting equations for query computation time and construction

time are modified geometric series. We give here bounds on the resulting equations specifically for

all ωi equal to ω. The derivations for exact equations with general ωi and an arbitrary number of

layers are in Appendix Section B.2. All equations are in terms of average computational cost and

given as the number of base filter operations required.
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Construction. The construction cost of Stacked Filters is

|P |(ci + cq) 1
1 ↔ ω

+ |Nf |cq + |Nf |(ci + cq) ω

1 ↔ ω

Like in the previous subsections, filters after the first add only negligible costs to construction

to Stacked Filters when ω is small. The majority of the cost above comes from 1) ci · |P | for

constructing the first layer and 2) cq · (|Nf | + |P |) for querying the first layer.

Query Costs. The costs for querying a Stacked Filter for a positive, frequently queried negative,

and infrequently queried negative are:

c↓
q,P ≃ 2

1 ↔ ω
cq, cq,Nf ≃ 1 + 2ω

1 ↔ ω
cq, c↓

q,Ni
≃ 1

1 ↔ ω
cq (4.3)

For small ω, the cost of querying negative elements is essentially identical to querying a single filter.

The cost of querying positive elements is about 2→ the cost of a single filter as they make it through

the first layer with certainty before being rejected at layer 2 with high probability.

4.5 Optimizing Stacked Filters

Sections 4.3 and 4.4 introduced Stacked Filters given the parameters of the workload: the set of

frequent negatives and how likely it is to be queried, and the parameters of the structure: the FPRs

of each layer, and the number of layers. We now complete the picture of how Stacked Filters are

constructed. This is done in two stages: first we go from a sample of past queries to a workload

model, and then we go from a model of the workload to the choice of Stacked Filters parameters.

4.5.1 Modeling the Workload

Like classifier-based filters, Stacked Filters require workload knowledge in the form of a sample

of past queries. This set of past queries can have multiple sources depending on the application.

For instance, it can be: 1) publicly available, as in the case of URL blacklisting [Kraska et al., 2018]

with popular non-spam websites and their query frequencies collected by OpenPageRank [dom],

2) collected by the application by default, as is the case for web indexing and document search

[Goodwin et al., 2017], where query term frequencies are collected and stored, or 3) can be collected

by the system by choice, as is the case for most data systems including key-value stores [RocksDB,
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2020].

After collecting the set of sample queries, Stacked Filters create a model to identify frequently

queried elements. They do this by creating a smoothed histogram of the empirical query frequencies.

More specifically, each element observed in the set of sample queries is put into a set Nsamp. Then,

the proportion of queries at elements outside Nsamp is estimated by looping over all possible subsets

of Q ↔ 1 queries from the set of Q sample queries, and seeing for what proportion of subsets the Qth

query value is not present in the set of Q ↔ 1 queries. If we denote this value by ς, then for each

xi ↑ Nsamp, its query frequency is estimated as (1↑ε)
Q

·
∑Q

j=1 1qj=xi . Our optimization algorithms

below then choose some of the values in Nsamp to be in Nf , creating the frequent negatives set.

4.5.2 Optimization Algorithms

The final step in constructing Stacked Filters is to use the workload model to choose Nf , TL,

and {ωi}TL
i=1. The optimization algorithms which do so depend on the base filter being used and fall

into two categories. In the first, the query-agnostic filter can take on any value of ω, which is a

good approximation for filters such as Bloom Filters. In the second, the possible ω values are of the

form 2↑k for k ↑ N, which is true or a very close approximation for fingerprint based filters such as

Cuckoo and Quotient Filters. For both methods, we assume that the base filter has a size equation

of the form s(ω) = ↑ log2(ω)+c

f
with c ⇓ 0, f ⇓ 1. This holds true or is a very close approximation

for all major filters in practice including Bloom, Cuckoo, and Quotient filters, and additionally

covers the equation for the theoretical lower bound on size for query-agnostic filters. Throughout

the section, optimization is given in terms of minimizing EFPR with respect to a constraint on size.

Optimization of size with respect to a bound on EFPR is similar. Additional constraints on the

EFPB or expected number of filter checks may be added by only minor modifications.

4.5.2.1 Outer Loop: Sweeping over Nf

For both continuous and discrete FPR filters, there is an outer loop which chooses sets of Nf

to optimize and an inner optimization which optimizes the Stacked Filter given Nf . The best

performing value of Nf is then used.
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To choose Nf , we make use of the workload model and choose Nf to be a subset of Nsamp. The

ϱ(Nf ) value is the sum of the estimated query frequencies of each value chosen to be in Nf . Because

EFPR is a monotonically decreasing function of ϱ, for a fixed size Nf it is optimal to greedily choose

the negative elements queried most. Thus we can order Nsamp by the element’s query frequencies

and then sweep over various sizes for Nf , always using the most frequently queried elements of

Nsamp to be in Nf . The following theorem shows we can choose the size of Nf e"ciently. Its proof,

and the proof of all other theorems in this Section, is given in the Appendix .

Theorem 4.5.1. Given an oracle returning the optimal EFPR for a given set Nf , finding the

optimal EFPR across all values of |Nf | to within ϑ requires O(1
ϑ
) calls to the oracle.

The core idea of the theorem is that values of |Nf | that are close together have solutions with

optimal EFPR close to each other. Using the theorem, our algorithm starts with a “current" Nf of

size 0. It then increases |Nf | to a strategically chosen larger value, making sure the skipped values

of |Nf | could have EFPR no more than ϑ lower than the checked values, and runs the optimization

with the new fixed ϱ and |Nf |. It continues to do so until |Nf | = |Nsamp|, and returns the setup

giving the best observed EFPR.

4.5.2.2 Inner Optimization: Continuous FPR Filters

The inner optimization loop for continuous filters has Nf and ϱ given and works in two steps.

First, we assume that all layers have the same FPR and optimize the filter as if it had infinitely

many layers. Second, we truncate the infinite layer Stacked Filter to a small finite layered one that

is close in performance to the infinite layer one. An optional third step modifies the procedure to

search filters with varying ω values across layers, but we note that this procedure is optional as it

generally does not improve the EFPR.

Step 1: Fixed Nf , Infinite Equal FPR Layers. Take the equations of Section 4.4 with

FPR equal across layers and let TL ∝ ⇔. The equations for EFPR, size, and EFPB converge to

s↓(ω) = s(ω) · ( 1
1↑ω

+ |Nf |
|P |

ω

1↑ω
), EFPR(ω) = (1 ↔ ϱ) ω

1+ω
, and EFPB = ω

1↑ω
, and the equations for

computation converge to Equation (4.3).

By inspection, the equations for EFPR, EFPB, and computation monotonically increase with ω.
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Thus attempts to minimize the EFPR or satisfy EFPB or computation constraints should all lower

ω. For the size equation, the following theorem holds.

Theorem 4.5.2. The function s↓(ω) = ↑ log2(ω)+c

f
· ( 1

1↑ω
+ |Nf |

|P |
ω

1↑ω
) is quasiconvex on (0,1) when

c ⇓ 0, f > 0.

Quasi-convex functions have unique global minima, and as a result, the size equation can be

minimized via gradient descent. Specifically, we use gradient descent with backtracking line-search

to choose the step size. To minimize EFPR using size as a constraint, at a given time step if we

are below the size constraint we decrease ω. Otherwise, we use the gradient of size with respect to

ω to decrease the size. If for the given Nf one or more constraints is not satisfiable, we return an

exception.

Step 2: Truncating to a Finite Stack. When performing truncation, we measure the di!erence

in each metric equation using infinite TL and an increasing finite value of TL and stop when the

di!erence is below ϑ for all metric equations. Because each metric equation is either an exponentially

decreasing function of TL or a geometric series in TL, the convergence to the infinite layer values is

on the order of O(ωTL/2), and so usually 5 or 7 layers su"ce.

Algorithm Analysis. By using ϑ

3 in both the outer loop over Nf and both steps 1 and 2, the

overall algorithm is an ϑ approximation to the best possible EFPR for a Stacked Filter with ω

fixed across layers. Its runtime is O(ϑ↑1 + |Nsamp|) and its empirical optimization times for Stacked

Bloom Filters at 10 bits per element are listed in Table 4.2 under “Bloom, fixed ω". The workload,

described in detail in Section 4.8.2, is the synthetic integer dataset with a Zipf distribution with

φ = 1, and |Nsamp| = 5 · 107.

For both this algorithm as well as the subsequent two, we note the runtime has two regions.

When ϑ is small, the runtime is approximately linear in |Nsamp|. As ϑ grows, it becomes the primary

cost of algorithmic runtime and the runtime is linear in ϑ↑1.

Varying FPRs Across Layers. When allowing the ωi values to change across layers, we are

faced with a non-convex optimization objective and constraint, even when fixing TL (this can be

seen by taking second derivatives). To perform optimization, at each checked value of Nf we first

run the optimization using equal FPR across layers. We then polish the resulting filter by using
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Bloom, fixed ω Bloom, varied ω Cuckoo

ε EFPR Time EFPR Time EFPR Time

10
→2

0.00175 775µs 0.00175 47 ms 0.00203 12 ms

10
→3

0.00173 781µs 0.00173 328 ms 0.00190 13 ms

10
→4

0.00172 1.01 ms 0.00172 2.9 s 0.00184 44 ms

10
→5

0.00172 3.7 ms 0.00172 26.7 s 0.00184 367 ms

Table 4.2: Optimization is e"cient and tunably optimal

the gradient-free algorithm COBYLA [Powell, 1994] to modify the FPRs of each layer. While this

method very occasionally achieves improvements over the fixed FPR per layer method, it generally

does not, as seen in Table 4.2. Additionally, an alternative strategy of discretizing the search space

for the FPRs at each layer and using the optimization routines described in Section 4.5.2.3 also did

not in general improve upon the equal FPR per layer solution. Thus we view this final polishing as

optional in the optimization of continuous FPR filters.

4.5.2.3 Inner Optimization: Fingerprint Based Filters

For fingerprint based filters, the discrete number of fingerprint bits makes search easier. The

main idea of our approach is to use breadth first search expanding the number of fingerprint bits used

at each layer, working two layers at a time: one positive and one negative. At each pair of layers,

derived bounds on which possible fingerprint lengths can lead to an optimal solution of each layer

are used, constraining the number of options expanded. Eventually, each search path terminates,

either because its choices already created too many false positives, it used all the available space

budget, or the number of queries which would reach the current layer of the chosen stack is less

than ϑ. The full algorithm and its explanation are given in the Appendix .

Theoretically, the algorithm is guaranteed to return a filter with EFPR ≃ EFPR≃ + ϑ, where

EFPR≃ is the EFPR of the best possible filter satisfying all constraints. We can bound the runtime

of the algorithm theoretically by O(|Nsamp| + ϑ↑3). Additionally, the proof of the runtime bound

does not rely on several key optimizations of the algorithm, and the experimental run time of the

algorithm behaves more like O(ϑ↑1). Thus, the algorithmic run time is both tunable and e"cient,

as can be seen in Table 4.2 for Cuckoo Filters.
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4.6 Incremental Construction and Adaptivity

So far we assumed that workload knowledge can be collected and that workloads are static or

drift slowly. While this holds for many filter use cases such as URL Blacklisting [Kraska et al., 2018]

and Web Indexing [Goodwin et al., 2017], there are many other applications where workloads change

quickly, in which case continuously gathering workload knowledge is expensive. To address these use

cases, we introduce Adaptive Stacked Filters (ASFs) which require knowledge about workload shape

(such as how skewed they are), but do not require the gathering of a set of negative queries. Crucial

to the design of ASFs is the idea of incremental construction, which allows ASFs to process queries

immediately, learn frequent negatives during query evaluation, and gain benefits from stacking

before finishing construction. Mirroring how we described Stacked Filters, we explain first the

structure of ASFs given their parameters, then how to collect workload knowledge, and finally how

to optimize their parameters.

Incremental Construction. ASFs start by constructing L1 and use this to answer incoming

queries until more layers are constructed. They also allocate an empty L2. During query processing,

when a false positive occurs, it is added to L2. Then, when L2 is full (in that it either hits its load

factor for Cuckoo and Quotient filters or has half its bits set for Bloom filters), the ASF brings in

the positive set, queries it against L2 and adds the false positives on L2 to a new L3. Processing

then continues using the layers up until L3, gaining the benefits in terms of EFPR that come with

extra layers. Additionally, construction on layers L4 and L5 can begin (if they exist), and uses the

same procedure. Since Nf is captured during query processing, it does not need to be gathered

before the construction of the ASF. This is the primary benefit of ASFs over Stacked Filters: they

require only the workload shape (to figure out how big each layer should be) but not which values

are important.

Rank-Frequency Workload Knowledge. To create ASFs, we need a rank-frequency distribution

of the negative query workload. This is akin to the workload knowledge of Section 4.5.1, but instead

of describing the query frequencies of actual values, the distribution describes the query frequencies

of the value at each rank, where rank is itself defined by ordering elements’ query frequencies. A

classic example of this type of distribution is the Zipf distribution, which models how often the first
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and second most popular values occur without reference to the actual values.

The rank-frequency distribution can be calculated in many di!erent ways. We do so using a

set of past queries to make a smoothed histogram as described in Section 4.5.1. ASFs assume that

the workload shape is relatively static even if the values are not, and under this case, ASFs rebuild

themselves without performing a new analysis of the workload. For instance, YouTube video queries

and other periodic workloads are a good example of a case where this holds: queries for popular

videos on a given week follow consistent patterns even if which videos are popular changes each

week [Cha et al., 2009]. In this case, an ASF being rebuilt and adapting to new frequent values

knows what shape to take before it knows the new frequent values.

Optimizing Collection vs Exploitation. We optimize ASFs in two di!erent ways, depending

on the nature of the workload. The first uses the optimization procedures of base Stacked Filters

assuming we pick the most frequently queried negatives and allocates the exact same filter. It then

creates the filter incrementally during query processing instead of all at once.

The above process builds the best eventual ASF but can face many queries before achieving a

fully built ASF. For this reason, we additionally create a second approach which assumes that ASFs

are 3 layers and focuses on building a fully built ASF very quickly. This form of optimization takes

as input an estimate of how long the filter will last and then chooses a number of queries to observe

when building the second layer, denoted by No. The value of No determines the expected values of

ϱ and |Nf |:

E[ϱ] =
∑

x→Nsamp

f(x)(1 ↔ (1 ↔ f(x))No)

E[Nf ] = (ς · No) +
∑

x→Nsamp

(1 ↔ (1 ↔ f(x))No)

where here we recall that ς is the estimate of what portion of queries fall on values outside our

sample. The optimization then weights the EFPR using just L1 for No queries vs. the EFPR of the

ASF using all 3 layers on the rest of the queries. To choose the best configuration, we perform grid

search on No. At each value of No, we either calculate or estimate ϱ and |Nf |, depending on the

size of Nsamp, and perform optimization of the three layers using discrete search for both continuous

FPR filters and integer-length fingerprint filters (see Appendix Sec. B.5 for details).
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Figure 4.2: Analytical equations can predict both when Stacked Filters are better, and by how
much.

Monitoring and Adapting. To maintain robust performance, if the elements in Nf become

less frequently queried over time, this needs to be rectified. To address this, the ASF monitors its

performance and initiates a rebuild whenever the FPR di!ers by more than 50% from its expected

FPR. The ASF initially tries a rebuild assuming that the popularity of particular values has changed

but not the rank-frequency distribution; the layers after the first of the ASF are dropped and the

procedure for construction starts from L1. If this does not fix performance, a remodeling of the

workload happens, and the filter is re-optimized and rebuilt from scratch.

4.7 Better Size-FPR Tradeo!s

With Stacked Filters and their adaptive counterparts described fully, we ask the following critical

question: when are Stacked Filters better than query-agnostic filters and by how much? In terms

of their trade-o! between EFPR and size, the following theorems answer this question using only

the parameters of the workload: namely a choice of |Nf | and ϱ(Nf ). Along with each theorem, we

present a visualization of its results, which can be used by systems designers to estimate the benefits

of Stacked Filters on their workload a priori to spending the time to gather workload knowledge.

Each theorem holds exactly in the case that ω is a continuous parameter for the base query-

agnostic filter, and we discuss how the theorems apply to integer length fingerprint filters at the end

of this section. The first theorem shows when a Stacked Filter is strictly better than a query-agnostic

filter, as opposed to when a 1-layer filter is best.

Theorem 4.7.1. Let the positive set have size |P |, let the distribution of our negative queries be D,
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and let ω be a desired expected false positive rate. If there exists any set Nf , ϱ = PD(x ↑ Nf |x ↑ N),

and 0 ≃ k ≃ ϱ such that

|Nf |
|P | ≃

ln 1
1↑k

ln 1↑k

ω
+ c

· 1 ↔ k ↔ ω

ω
↔ 1

then a Stacked Filter (optimized using Section 4.5 and given access to any Nf satisfying the

constraint) achieves the EFPR ω using fewer bits than a query-agnostic filter.

Figures 4.2a and 4.2b use this theorem to create visualizations of which workloads Stacked

Filters are certainly better than query-agnostic filters. Figure 4.2a shows this for a desired EFPR

of ω = 0.03; any workload with a set Nf such that |Nf |, ϱ(Nf ) is above the line has a Stacked

Filter which is strictly better than a Bloom filter. Figure 4.2b shows this trend for more alpha

values. Even at a high desired ω of 0.05, Stacked Filters cover a sizeable number of workloads; many

workloads contain a negative set half the size of their positive set, and which contain 25% of all

negative queries. As the desired EFPR decreases, Stacked Filters cover almost all real workloads;

for instance at a desired EFPR of ω = 0.01, if |Nf | = |P |, then only 7% of negative queries need

to be at values in Nf for the Stacked Filter to be more space e"cient. At even lower values, the

amount needed becomes negligible and almost any workload sees improvements.

Estimating Space Savings from Stacked Filters. Using the optimization routines of the prior

sections and given values for |Nf | and ϱ(Nf ), it becomes possible to estimate the space savings of

using a Stacked Filter as compared to a query-agnostic filter for any desired EFPR. Namely, we can

optimize the size of a Stacked Filter with equal FPRs across layers while requiring that its EFPR is

less than a query-agnostic filter:

s(ω) ↔ min
ωL

s(ωL)( 1
1 ↔ ωL

+ |Nf |
|P |

ωL

1 ↔ ωL

)

s.t. ωL ↑ (0,
ω

1 ↔ ϱ
]

Figure 4.2c uses this to graph how a combination of |Nf |
|P | and ϱ produces a reduction in filter

size using Stacked Bloom Filters at a desired EFPR of ω = 0.01. For each fixed value of |Nf |
P

, the

graph contains three parts: in the first part, it is not advantageous to build Stacked Filters and

a query-agnostic filter is built. For all values of |Nf |
|P | , this is a small area and covers workloads
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with no frequently queried negative elements. In the second part, Stacked Filters have superlinear

improvement in ϱ, with improvement starting at 0 bits per element saved and going up to 7 bits

per element saved. At the tail end of the graphs, the improvement stops even as ϱ increases. This

is the point where ω

1↑ϖ
crosses the minimal ωL value for size. After, the Stacked Filter can choose

larger false positive rates at each layer while having the same EFPR as the query-agnostic filter,

but this larger ωL value increases size. Instead, the Stacked Filter keeps the minimal ωL value for

size and the Stacked Filter produces both a space benefit and has lower EFPR than the input ω.

Integer Length Fingerprint Filters. The above equations and theory assumed that all FPRs

were possible at each layer. For integer length fingerprint filters, this is not the case and the

theory does not hold exactly; however, the general trajectory remains the same. Additionally,

experimentally the results for integer length fingerprint filters are often better than the continuous

FPR approximations suggest. This is because query-agnostic filters also su!er from limitations on

the FPRs they can choose; often given more size as a budget there isn’t enough space to add a full

bit for every positive element. In these cases, Stacked Filters can often make use of this space to

build layers deeper in the stack, and the added flexiblity of being able to use space on any layer in

the stack provides additional improvements over the theory above.

4.8 Experimental Analysis

We now experimentally demonstrate that Stacked Filters o!er better false positive rates compared

to query-agnostic Filters for the same size, or they o!er the same false positive rate at a smaller

size. We also show that Stacked Filters are more computationally e"cient, robust, and are more

generally applicable than classifier-based filters while o!ering similar false positive rates and sizes.

Filter Implementations. All filters use CityHash as the hash function [Pike and Alakuijala,

2011]. The Counting Quotient Filter (CQF) and Cuckoo Filter (CF) implementations are taken

from the original papers [Pandey et al., 2017, Fan et al., 2014]. In the original implementation,

CQF is constrained to have the filter size be a power of two to allow for operations such as resizing

and merging. This is not relevant to our testing, so we removed this restriction. For CF, the

implementation provided only supports certain signature lengths, so we implemented a fix to allow
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Figure 4.3: Stacked Bloom Filters achieve a similar EFPR to Learned Bloom Filters while
maintaining a 170x throughput advantage and beat both query-agnostic and learned filters in
overall performance on typical workloads.

all integer signature lengths. For classifier-based filters, we use Learned Bloom Filters [Kraska et al.,

2018] with text data using a 16 dimensional character-level GRU as in the original paper, and integer

data using a shallow feed-forward neural network. Additionally, we compare with Sandwiched

Learned Filters (SLF) [Mitzenmacher, 2018], which uses the same model as the Learned Filter but

has a query-agnostic pre-filter as well as a backup filter (Bloom filters). For Stacked Filter layers we

use the same implementations as in the query agnostic filters. For most experiments we use Bloom

Filters and we refer to the filter as Stacked Bloom Filter but we also show results with other filters.

Experimental Infrastructure. All experiments are run on a machine with an Intel Core-i7

i7-9750H (2.60GHz with 6 cores), 32 GB of RAM, and a Nvidia GeForce GTX 1660 Ti graphics

card. Each experimental number reported is the average of 25 runs.

Datasets. We use three diverse datasets:

1. URL Blacklisting: The URL Blacklisting application was used to introduce Learned Filters
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[Kraska et al., 2018]. As the dataset in [Kraska et al., 2018] is not publicly available, we instead

use two open-source databases, Shalla’s Blacklists [sha] as a positive set of dangerous URLs, and

the top 10 million websites from the Open Page Rank Initiative[dom] as a negative set of safe

URLs, with the probability of querying a safe URL proportional to its PageRank.

2. Packet Filtering: Packet filtering is a common application for filters and was used to evaluate

Counting Quotient Filters [Pandey et al., 2017]. Following their lead, we use the benchmark

Firehose [Anderson and Plimpton, 2015] which simulates an environment where some subset of

packets are labeled suspicious and need to be filtered. The benchmark is run under its default

settings.

3. Synethetic Integers: To more finely control experimental settings, we also use synthetic data. The

data set consists of 1 million positive elements using randomly generated integer keys. Negative

queries on the dataset come from a set of 100 million negative elements, also with randomly

generated keys, and follow a Zipfian distribution. The skew of the negative query distribution

is a controlled parameter φ taking values between 0.5 and 1.25. For all experiments and graphs

where φ is not listed, φ = 0.75.

For each dataset, we simulate having incomplete information about the query distribution by giving

Learned, Sandwiched Learned, and Stacked Filters only the higher frequency half of the negative

set for training. We also varied this amount from between 10% to 80% of the training data and saw

the same relative results.

4.8.1 Evaluating Total Filter Performance

The overall performance of a filter can be broken down into two pieces, 1) the overhead incurred

by the filter checks and 2) the cost of unnecessary operations incurred by false positives. While

1) is a characteristic of just the filter, 2) depends both on the FPR of the filter and the cost of

the operations the filter protects against. Thus, we fix memory and measure FPR and probe

(computation) time. We then translate these two metrics into total filter performance for the

common case of protecting against base data accesses on persistent hardware using a slower HDD

(favoring lower FPRs) and a faster NVMe SSD (favoring lower computational rates).
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Workload Knowledge Improves FPRs. Figures 4.3a, e, and i show the false positive rates for all

filters across all three datasets. Here we use Bloom filters for both the query-agnostic filter and the

Stack Filter. We see that Stacked Bloom Filters is the clear winner across all workloads. Learned

Filters are closer for the URL Blacklisting scenario which is a favorable scenario for learning but

still Stacked Filters provide a better FPR for most memory budgets. For other workloads, Learned

Filters give similar or slightly worse FPR than traditional query-agnostic filters while Stacked Filters

provide a drastic benefit.

Across all three workloads, the negative query distribution has frequently queried elements and

so Stacked Filters can find a “small" set of negative elements that contain a large portion of the

query workload (we need only Nf to not be dramatically larger than P ). Under these conditions,

deeper stacks have only marginal overhead compared to a single layer and so Stacked Filters allocate

almost all their space budget to the first layer. This way, they achieve essentially the same FPR

as query-agnostic filters on infrequent negatives and at the same time, eliminate all false positives

from frequently queried negatives. Stacked Filters improve upon the FPR of query-agnostic Bloom

Filters by 5-100→, as seen in Figures 4.3a, e, and i. Alternatively, Stacked Filters can reduce their

size significantly while achieving the same FPRs as query-agnostic filters.

Learned and Sandwiched Learned Filters’ performance depends heavily on the dataset. With

URL Blacklisting (Fig. 4.3a) where keys have semantic meaning and are correlated with their

appearance in the positive or negative set, Learned and Stacked filters achieve similar results. When

the keys have less semantic meaning such as in Firehose (Fig. 4.3e) or the synthetic integer data

(Fig. 4.3i), Learned Filters’ performance degrades and becomes worse than a standard Bloom

Filter. Overall, the evaluation of Learned Filters depends on 1) how correlated keys are with their

positive/negative set membership, and 2) how complicated their decision boundaries are for the

dataset (this a!ects computational performance as well). Figure 4.3a shows that even on tasks that

are considered good fit for Learned Filters, their performance can be matched by Stacked Filters.

Hash-Based Filters Dominate Classifier-Based Filters Computationally. Figures 4.3b,

f, and j depict the computational performance of each filter. Noticeably, Learned Filters have

computational performance that is orders of magnitude slower than hash-based filters, with the
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Figure 4.4: Stacking provides robust performance benefits across a variety of underlying filter
types.

di!erence between 90-190→. In comparison, Stacked Filters have computational performance more in

line with query-agnostic filters, with the di!erence between 1-2→. For queries on negative elements,

the Bloom Filter and Stacked Bloom Filter have essentially identical computational cost, and for

queries on positive elements, the Stacked Filter probe is about 1.5→ the cost of the Bloom Filter

probe. For Sandwiched Learned Filters, their performance is a weighted combination of hash-based

filters and the classifier; overall, they are at least 3→ more expensive and can be as much as 90→

more computationally expensive.

Stacked Filters Maximize Overall Performance. As Figures 4.3 c-g-k and d-h-l show, Stacked

Filters strike the best balance between decreased false positive rates and a!ordable computational

speeds, resulting in the best overall performance across both hard disk and SSD. Compared to

query-agnostic filters, both have fast hash-based computational performance but Stacked Filters

have significantly fewer false positives; as a result, they provide total workload costs which are

1.4-130→ lower. In comparison to the classifier-based Filters, Stacked Filters are better or equal

in terms of false positive rates and better by orders of magnitude in computational performance,

resulting in 1.5-1028→ lower total workload costs.

4.8.2 Stacking Improves Diverse Filter Types

Figures 4.4a, and b show that Stacked Filters benefits generalize across diverse filter types

used for the stacked layers. More specifically, Figure 4 shows the performance of Stacked Cuckoo
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Figure 4.5: Stacked Filters are robust to workload shifts, skew, noisy data, and can be rebuilt
quickly.

and Stacked Quotient Filters on the synthetic integer dataset. This is the same experiment as for

Stacked Bloom Filters in Figure 4.3i. Collectively these three graphs all show the same benefits,

which is that Stacked Filters achieve lower false positive rates compared to their query-agnostic

counter-parts as workloads are more skewed. This is because more skewed workloads query their

frequent negatives more often and because at lower FPRs the first layer in a Stacked Filter culls

almost all elements, making subsequent layers in the Stack cheaper to build (as can be seen in

Equation (2)). Further, while not shown here, the computational costs of Stacked Cuckoo and

Stacked Quotient Filters follow the same patterns as seen in Figures 3b, f, and j, leading to similar

benefits in terms of total throughput.

4.8.3 Stacked Filters are Workload-Robust

We now demonstrate that Stacked Filters retain the robustness of query-agnostic filters, bringing

an additional benefit over classifier-based filters. We focus on two facets of robustness: maintaining

performance under shifting workloads and providing utility for a variety of workloads. We use the

synthetic integer dataset with size s = 10, and Bloom filters for both the query-agnostic and the

Stacked filter.

Robust to Workload Shifts. Figure 4.5a shows how Stacked Filters’ performance adapts to

workload changes with diverse values for φ. We vary the workload by reducing the value of ϱ from

its initial value to a value of 0. This captures scenarios where the frequently queried negative values

are changing over time, and so Stacked Filters are no longer optimized for the most frequently

queried negatives. For Stacked Filters, regardless of the skew of their initial distribution, drastic
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workload shifts are needed to become worse than query-agnostic filters, with query-agnostic filters

being better only after the frequently queried negative set loses more than 60% of its initial set. Even

in the extreme case that every frequently queried element from when the Stacked Filter was built is

no longer queried (ϱ = 0), the Stacked Filter is never more than 50% worse than a query-agnostic

filter.

Robust to Workload Misspecification. Figure 4.5b shows the behavior when the sample queries

used to build the filter come from a di!erent distribution than the future workload. Here the

queries come from the integer dataset with φ = 0.75, however, during workload modeling, we used φ

values from 0.15 to 1.35. Figure 4.5b shows that even when the modeled workload is significantly

di!erent from the true workload, the Stacked Filter retains most of its performance and outperforms

query-agnostic filters.

Robust to Workload Type. Because Stacked Filters rely on taking advantage of frequently

queried negative values, uniform workloads are the most di"cult ones. However, if |N | is relatively

small, every negative element is still frequently queried. Figure 4.5c shows that Stacked Bloom

Filters outperform query agnostic Bloom filters when |N | is a reasonable multiple of |P |, anywhere

up to 25→. Since the uniform distribution is the worst distribution possible for Stacked Filters, this

shows that Stacked Filters are better than query-agnostic filters for all small universe sizes.

Easy to Reconstruct. While Stacked Filters are e!ective under shifting workloads, they need to

be rebuilt to regain their best performance. Figure 4.5d shows that the construction cost grows

slowly with the number of the frequently queried negatives, is significantly faster than classifier-based

filters, and is comparable to query-agnostic filters. Because Stacked Filters can be reconstructed

quickly, they can handle periodic bulk updates. Such a strategy is key for handling workloads with

dynamic positive data.

4.8.4 Incrementally Adapting to Workload Shifts

We now show that Adaptive Stacked Filters (ASFs) are capable of adapting quickly to changing

workload patterns improving on the (good) worst case guarantees of base Stacked Filters. We use

the synthetic integer dataset with Zipf parameter 1, let s = 10 bits per element, and use Bloom
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Figure 4.6: High performance without workload knowledge.

Filters for both the query-agnostic and Stacked Filter. The ASF is optimized using the 3-layer

approach.

Fast Incremental Construction. Figure 4.6a shows the performance of an ASF and a query-

agnostic filter on a static workload of 10 million queries, with the filters protecting against data

accesses to an SSD. The height of each bar shows the total time to process the queries, and the colors

indicate the breakdown of how that time is spent. Overall, the ASF results in better performance

over the workload compared with the query-agnostic filter, as its gains in FPR after the 3rd filter is

built more than compensate for the cost to build L3 and its slightly worse performance when using

only L1.

Adapting to Shifting Workloads. Figure 4.6b shows that ASFs work well for shifting workloads.

Phase 1 of the experiment replicates the previous experiment; then, in phase 2, the query frequency

distribution remains a Zipf with parameter φ = 1 but the popularity of the elements is flipped so

that the previously least popular element is now the most popular and vice versa. The figure details

how long the ASF and query-agnostic filter take to process each workload. Additionally, the colored

bars show what phase the ASF is in during query processing at the time of each query.

While phase 1 shows as before that the ASF performs well on static workloads, phase 2 shows

that the ASF can adapt to shifts in workload. The ASF does so by recognizing at the start of phase

2 that a shift has occurred and signaling a rebuild. Then, performance continues as in a static

phase: the ASF learns the new workload pattern quickly by incrementally building layer 2, then
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builds layer 3 and capitalizes on the reduced false positive rate once that occurs. Ultimately, across

both phases, ASFs process the workload 1.6→ faster than query-agnostic filters.

Breaking Down ASF Performance. Figure 4.6c breaks down the benefits of ASFs and compares

them with static Stacked Filters. The table repeats a trend seen throughout the paper: the first

layer of a Stacked Filter is nearly as performant as a query-agnostic filter. Then, as the ASF builds

its 3rd layer its FPR drops to nearly 1/4 of its previous value and is 3→ more performant than the

query-agnostic filter. Finally, we see that compared to a static Stacked Filter on phase 1, ASF is

about 1.6→ worse, so if workloads are su"ciently static, then a static Stacked Filter is best.

4.9 Conclusion

With the experimental evaluation complete, we recap Stacked Filters. We started with the

realization that no parameterization led query-agnostic filters to exhibit sub-optimal FPR, but that

the rich parameterization of the workload used by learned filters required a classifier which lead to

their designs being computationally slow and not robust. We then used the framework of Cerebral

Data Structures to build out an alternative parameterization that allowed for capturing workload

knowledge without the use of a classifier, and used this to create a filter with the FPR vs. size

tradeo!s of learned approaches while maintaining the computational benefits and robustness of

traditional filters. The end result is a filter that has excellent balance between filters four main

metrics of FPR, size, robustness, and computational speed.
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Chapter 5

Cerebral Scans: Column Sketches

This chapter introduces our third example of designing cerebral data structures, Column Sketches,

which looks at how estimating the distribution of values in a workload allows for the creation of

(nearly) uniform representations so that every bit is equally informative, and how this then interacts

with current approaches to hardware-conscious scans over unsorted arrays. The end result is a data

structure which, unlike prior methods, provides robust and e"cient scan performance regardless of

data distribution, data ordering, or the selectivity of the predicate applied. We start by motivating

work on scans over unordered array and reviewing prior approaches to optimizing scans in database

systems before diving into Column Sketches.

5.1 Robust Scans through Robust Data Representations

5.1.1 Analytical Database Scans and their Optimizations

Base data access and methods for predicate evaluation are of central importance to analytical

database performance. Indeed, as every query requires either an index or full table scan, the

performance of the select operator acts as a baseline for system performance. Because of this, there

exists a myriad of methods and optimizations for enhancing predicate evaluation [Feng et al., 2015,

Johnson et al., 2008, Li and Patel, 2013, Metzger et al., 2005, Pirk et al., 2014, Polychroniou et al.,

2015, Sidirourgos and Kersten, 2013, Willhalm et al., 2013]. Despite the large volume of work done,
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Figure 5.1: For certain workloads, no state of the art methods provide any significant performance
benefit over a scan.

existing access methods each have situations in which they perform suboptimally. Figure 5.1 shows

an example where di!erent classes of access methods from traditional indexing such as B-trees to

scan accelerators such as Zone Maps [Metzger et al., 2005] and BitWeaving [Li and Patel, 2013]

do not bring any improvement over a plain scan. We use Figure 5.1 throughout this section as we

discuss the performance characteristics of state-of-the-art indexing and scan accelerator methods,

and use their performance to motivate Column Sketches.

A long term staple of database systems, traditional secondary indices such as B-trees localize

data access to tuples of interest, and thus provide excellent performance for queries that contain a

low selectivity predicate [Comer, 1979]. However, once selectivity reaches even moderate levels, the

performance of B-trees is notably worse than other methods. Figure 5.1 shows such an example

with low selectivity at 3%. However, as mentioned in Section 2.4, traditional indexes look at data

in the order of the domain, not in the order of the table. As a result, their output leaves a choice:

either sort the output of the index by the order of the table or continue through the rest of query

execution looking at values out of order. This mismatch between the natural data ordering for the

rest of the table and that of the index limits the e!ectiveness of traditional indexes as more data is

selected, with scans outperform B-trees for query selectivities as low as 1% [Kester et al., 2017].

Lightweight indexing techniques make an impact on scan performance by skipping data while

doing an in-order scan. Across techniques such as Zone Maps, Column Imprints, and Feature-Based

Data Skipping, the idea is to keep small mounts of metadata which exploit natural clustering
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properties and use this to skip over groups of data. For instance, Zone Maps store min and max

values per block of data and can use this to decide if an entire block of data qualifies if the query

value is outside of the (min,max) range. This approach works when data is clustered, and Column

Imprints actually provide a parameter of the workload which measures how clustered data is (they

call this metric "column entropy"). This approach works very well in the right circumstances, when

data to be clustered but provides no benefit when it is not, as in the case of Figure 5.1. Thus,

while useful, more parameters of the workload beyond column entropy are needed to provide good

performance across workloads.

Early pruning methods such as Byte-Slicing [Feng et al., 2015], Bit-Slicing [Li and Patel, 2013,

O’Neil and Quass, 1997], and Approximate and Refine [Pirk et al., 2014] techniques are ways to

speed up in-order scans over data by physically decomposing individual values. After physically

partitioning the data, each technique takes a predicate over the value and decomposes the predicate

into conjunctions of disjoint sub-predicates. As an example, checking whether a two byte numeric

value equals 100 is equivalent to checking if the high order byte is equal to 0 and the lower order

byte is equal to 100. These techniques then evaluate the predicates in order of highest order bit(s)

to lowest order bit(s), skipping predicate evaluation for predicates later in the evaluation order if

groups of tuples in some block are all certain to have qualified or not qualified. The key to these

techniques is that data is skipped if higher order bits are informative, whereas if data is skewed

such that higher order bits are uninformative, then all bits of data may need to be read anyway.

This is what happens in the case of Figure 5.1; the high order bits are biased towards zero, enabling

very little pruning. As a result early pruning brings no significant advantage over a traditional scan.

5.1.2 Cerebral Database Scans

We now use our framework of Cerebral Data Structures to improve the scan operator in a

context-specific manner. We start by noting that the main metrics for scans are the speed of

its operations, the robustness of scan behavior, the ability to read in new data, and the memory

taken up by whatever auxiliary structures are created (step 1). For scans, depending on use case,

any metric can be prioritized and so what is important is to push forward the trade-o! curve
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between memory overhead, ingestion speed, scan performance, and robustness. When viewing past

approaches to scans, we focus on early-pruning methods and look at two aspects for improvement:

the physical organization the data (how data is decomposed), and the representation of each data

item (step 2a).

We focus in our approach to scans on how to make each bit informative in early pruning methods

with a specific focus on the evaluation of range and equality predicates as these are the most common

predicates in relational databases. Our key intuition comes from the fact that for each bit to equally

informative, we want a uniform distribution over values (so that each bit is equally likely to be

a 1 or 0, given the values of all higher order bits). The question is how to make this occur for a

column of data values while preserving the order of a given domain, the ability to reconstruct data

values, and while making the representation work well with modern hardware. Our solution here is

to turn to lossy compression, and to apply a non-injective map on a value-by-value basis to create

an auxiliary column of codes which is a “sketch” of the base data. Then, predicate evaluation is

broken up into (1) a predicate evaluation over the sketched data, and, if necessary, (2) a predicate

evaluation over a small amount of data from the base data.

The key to making this approach work is to parameterize the workload in a way that allows

for creating a map which creates an e"cient auxiliary column for scan performance. We do this

by estimating the CDF of the data values for a column (step 2b). Using the probability integral

transform, it can be shown that applying F to a continuous distribution of data values produces a

uniform random variable. This can be roughly modified for discrete distributions in a way that every

bit of the resulting variable is useful for predicate evaluation. The estimation of the CDF along with

our approach to decomposing data value then allows us to develop concrete metrics which bound

the amount of data that needs to be read during scans for any query and allows e"cient and robust

query performance (step 2b). Additionally, we can show via our approach to lossy compression

that the overhead in memory footprint is small, and that the lossy compression scheme is amenable

to fast ingestion of data values (step 2b). Finally, to make this data structure happen in practice,

we provide estimators for the CDF (step 3) and then simply apply this approximate CDF to the

column of base data (or incoming new data values) to produce the required auxiliary column (step
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4). We now build out all these ideas in more detail over the coming sections.

Contributions. The major contributions of the Cerebral Data Structures approach to scans over

unordered arrays are:

1. We introduce the Column Sketch, a data structure for accelerating scans which uses lossy

compression to improve performance regardless of selectivity, data-value distribution, and

data clustering (Sec. 5.2).

2. We show how lossy compression can be used to create informative bit representations while

keeping memory overhead low (Sec. 5.3).

3. We provide algorithms for e"cient scans over a Column Sketch (Sec. 5.4), give models

for Column Sketch performance (Sec. 5.5), and show how Column Sketches can be easily

integrated into modern system architectures (Sec. 5.6).

4. We demonstrate both analytically and experimentally that Column Sketches improve scan

performance by 3→-6→ for numerical data, 2.7→ for categorical data, and improve upon current

state-of-the-art techniques for scan accelerators (Sec. 5.7).

5.2 Column Sketches Overview

Figure 5.2: Column Sketches use their compression map to transform (possibly compressed)
values in the base data to smaller code values in the sketched column. These codes are then used
to filter most values in the base data during predicate evaluation.

We begin with an illustrative example to describe the main idea and the storage scheme. For

ease of presentation we use a simple lossy compression function in this example. Then, Section
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5.3 discusses in detail how to design lossy compression functions for robust and e"cient predicate

evaluation.

Supported Base Data Format. The only requirement for the base data is that given a position i

and base attribute B, that it be able to produce a value B[i] for that position. Column Sketches

work over row, column-group, or columnar data layouts, with the main body of this paper focusing

on Column Sketches over columnar data layouts. Appendix C.1 discusses alternative layouts. As

is common in state-of-the-art analytic systems, all base columns of a table are assumed to be

positionally aligned and thus positions are used to identify values of the same tuple across columns

[Abadi et al., 2013]. For numerical data types and dictionary encoded string data, the base data is

an array of fixed-width values, with the value of position i at index i in the array. For unencoded

variable length data such as strings there is one level of indirection, with an array of o!sets pointing

into a blob data structure containing the values.

Column Sketch Format. A Column Sketch consists of two structures. The first structure in

a Column Sketch is the compression map, a function denoted by S(x). An example compression

map is shown in the middle of Figure 5.2a. The second structure is the sketched column, shown

on the right side of Figure 5.2a. The term Column Sketch refers to the joint pairing of both the

compression map and the sketched column.

(1) Compression Map. The compression map S is stored in one of two formats. If S is order-

preserving, then we call the resulting Column Sketch order-preserving and the compression map

is stored as an array of sorted values. The value in the array at position i gives the last element

included in code i. For example, if position i ↔ 1 holds the value 1000 and position i holds the value

2400, then code i represents values between 1001 and 2400. In addition to the value at index i,

there is a single bit used to denote whether the code is “unique”. Unique codes are discussed in

Section 5.3.

For non-order preserving Column Sketches, the function S is composed of a hash table containing

unique codes and a hash function. In this format, frequent values are given unique codes and stored

in the hash table. Infrequent values do not have their codes stored and are instead computed as the

output of a (separate) hash function.
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(2) Sketched Column. The sketched column Bs is a fixed width and dense array, with position

i storing the output of the function S applied to the value at position i of the base data. To

di!erentiate between values in the base data and the sketched column, we will refer to the values in

the base data as simply values and the values in the sketched column as codes or code values.

Example: Building & Querying a Column Sketch. Consider the example shown in Figure 5.2,

where we use the function S, defined by the array in the middle, to map from the 8 bit unsigned

integers I8 to the 2 bit unsigned integers I2. S is order preserving and so it has the following

properties:

1. for x, y ↑ I8, S(x) ↘= S(y) ∞ x ↘= y

2. for x, y ↑ I8, S(x) < S(y) ∞ x < y

Furthermore, S produces an output that is fixed-width (two bits) and assigns an equal number of

values in the base data to each code.

We use S to build a smaller sketched column from the base data. For each position i in the base

attribute B, we set position i in the sketched column to S(B[i]). The sketched column is 1
4 the size

of the original column, and thus scanning it takes less data movement. As an example, consider the

evaluation of a query with the predicate WHERE B < x. Because S is order preserving, a Column

Sketch can translate this predicate into (Bs < S(x)) OR (Bs = S(x) AND B < x).

To evaluate a predicate, the Column Sketch first computes S(x). Then, it scans the sketched

column S(B) and checks both S(B) < S(x) and S(B) = S(x). For values less than S(x), their base

value qualifies. For values greater than S(x), their values in the base data do not qualify. For values

equal to S(x), their base value may or may not qualify and so we evaluate B < x using the base

data. Algorithm 1 depicts this process.

Figure 2 shows an example. Positions 1 and 4 in the sketched column qualify without seeing the

base data. Positions 5 and 6 need to be checked in the base data, and of these two, only position 6

qualifies. In the example, the Column Sketch needs to go to the base data twice while checking 8

values. This is explained by the small number of bits in the compressed codes. In general, each

code in a Column Sketch has a relatively equal number of values, and a Column Sketch needs to

check the base data whenever it sees the mapped predicate value S(x). As a result, we expect to
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Algorithm 5 Select where B < x

Input: S is a function which is order preserving, B is the base attribute, Bs is the sketched column
1: for i = 0 to B.size do
2: if Bs[i] < S(x) then
3: write position i to result output
4: else if Bs[i] == S(x) then
5: if B[i] < x then
6: write position i to result output

need to go to the base data once for every 2#bits values. Thus, for larger code sizes of 8 or 16 bits,

the Column Sketch scan will only need to check the base data for one out of every 28 or 216 values.

The previous example gives the high level idea behind Column Sketches. For ease of presentation

we did the example with a simple compression map and scan algorithm. In the rest of the paper,

we build on the logical concepts covered here and show how Column Sketches use these concepts to

deliver robust, e"cient performance.

5.3 Constructing Compression Maps

We now show how to construct compression maps for a Column Sketch. By definition, this map

is a function from the domain of the base data to the domain of the sketched column. To go over

compression maps, we discuss their objectives in Section 5.3.1, give guarantees of their utility in

Section 5.3.2, and discuss how to build them for numerical and categorical attributes in Sections

5.3.3 & 5.3.4.

5.3.1 Compression Map Objectives

The goal of the compression map is to limit the number of times we need to access the base

data, and to e"ciently support data modifications. To achieve this, compression maps:

(1) Assign frequently seen values their own unique code. When checking the endpoint of a

query such as B < x, a Column Sketch scan needs to check the base data for code S(x). If x is a

value that has its own code (i.e. S↑1(S(x)) = {x}), then we do not need to check the base data and

can directly answer the query through only the Column Sketch. This property holds for both range

predicates and equality predicates.
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To achieve robust scan performance, we identify frequent values and give them their own unique

code. As a simple example to see why this is critical for robust performance, if we have a value that

accounts for 10% of tuples and it has a non-unique code, then predicates on this value’s assigned

code need to access the base data a significant number of times. Because accessing any item of data

in a cache line brings the entire cache line to the processor, accessing 10% of tuples is likely to make

performance similar to a traditional scan. Thus, we identify the frequent values so that we can limit

the amount of base data we touch for any predicate.

(2) Assign non-unique codes similar numbers of values. The reasoning for this is similar

to the reasoning for why frequent values need unique codes. We assign each non-unique code a

relatively even and small portion of the data set so that we need only a small number of base data

accesses for any scan.

(3) Preserve order when necessary. Certain attributes see range predicates whereas others do

not. For attributes which see range predicates, the compression map should be order-preserving so

that range queries can be evaluated using the Column Sketch.

(4) Handle unseen values in the domain without re-encoding. Re-encoding should be a

rare and on-demand operation. By nature of being lossy, lossy compression means new values are

allowed to be indistinguishable from already occuring values. Thus, provided we define our encoding

smartly, new values do not require a Column Sketch to be re-encoded. For ordered Column Sketches

to not need re-encoding, there cannot be consecutive unique codes. For instance, if S assigns the

unique codes i to “gale” and i + 1 to “gate”, then input strings such as “game” have no code value.

Changing the code for “gate” to be non-unique solves this problem. For unordered Column Sketches,

every unseen value has a possible value as long as there exists at least one non-unique code.

(5) Optional: Exploit Frequently Queried Values. Exploiting frequently queried values can

give extra performance benefits; however, unlike frequent data values, identifying frequent query

values makes query performance less robust. We focus on describing how to achieve e"cient and

robust performance for any query in the main part of the paper, and include details on exploiting

frequently queried values in Appendix C.4.
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5.3.2 Bounding Base Data Accesses

The following two theorems hold regarding how we can limit the number of values assigned to

non-unique codes.

Theorem 5.3.1. Let X be any finite domain with elements x1, x2,

. . . , xn and order x1 < x2 < · · · < xn. Let each element xi have associated frequency fi with
∑

n

i=1 fi = 1. Let Y be a domain of size 256 and have elements y1, y2, . . . , y256. Then there exists an

order-preserving function S : X ∝ Y such that for each element yi of Y , either
∑

x→S→1(yi) fx ≃ 2
256

or S↑1(yi) is a single element of X.

Proof. We consider the greedy strategy for assigning codes to values of X. Assign S(x1), S(x2), . . . ,

S(xc↑1) to y1, where c is the first number such that
∑

c

i=1 fi > 1
128 . Then let S(xc) = y2. Continue

assigning y3 and y4, y5 and y6, . . . , y255 and y256 in a similar fashion, assigning codes to the odd yi

until the next code would make
∑

x→S→1(yi) fx ⇓ 2
256 or until we have assigned xn a code. It is clear

that for all odd i,
∑

x→S→1(yi) fx ≃ 2
256 and for all even i, S↑1(yi) is a single element. Furthermore,

by y256 we are guaranteed to have seen all xn since for each pair (yi, yi+1) up until we reach xn, we

have
∑

xj→S→1(yi)⇐S→1(yi+1) fj > 2
256 .

This theorem for an order preserving function then implies the result holds for a non-order

preserving function as well.

Corollary 1. Let X be any finite domain with elements x1, x2, . . . , xn and let each element have

associated frequency f1, f2, . . . , fn such that
∑

n

i=1 fi = 1. Let Y be a domain of size 256 and have

elements y1, y2, . . . , y256. Then there exists a function S such that for each element yi of Y , either
∑

x→S→1(yi) fx ≃ 2
256 or S↑1(yi) is a single element of X.

The theorem and corollary prove that we can create mappings that limit the amount of values

in the base data assigned to any non unique code. This directly implies that we can limit the

amount of times we need to access the base data. We note that Theorem 5.3.1 and Corollary 1

apply when the domain X is a compound space. For instance, X could be the domain of (country,

city, biological sex, marital status, employment status) and the theorem would still apply. Appendix

C.1 includes further discussion and experiments with multi-column Column Sketches.
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Figure 5.3: Bucket sizes track the distribution of the data.

5.3.3 Numerical Compression Maps

Lossless Numerical Compression. For numeric data types, lossless compression techniques such

as frame-of-reference (FOR), prefix suppression, and null suppression work by storing the value as a

relative value from some o!set [Zukowski et al., 2005, Westmann et al., 2000, Fang et al., 2010]. All

three techniques support operations in compressed form; in particular, they can execute equality

predicates, range predicates, and aggregation operators without decompressing. However, to support

aggregation e"ciently, each of these techniques conserves di!erences; that is, given base values a

and b, their encoded values ea and eb satisfy ea ↔ eb = a ↔ b. This limits their ability to change the

entropy of high order bits, and these bits can only be truncated if every value in a column has all

0’s or all 1’s on these high order bits.

Constructing Numerical Compression Maps. In contrast to lossless techniques, lossy compres-

sion is focused only on maximizing the utility of the bits in the sketch. The simplest way to do this

while preserving order is to construct an equi-depth histogram which approximates the CDF of the

input data, and then to create codes based on the endpoints of each histogram bucket. When given

a value in our numerical domain, the output of the map is then simply the histogram bucket that a

value belongs to. We create approximately equi-depth histograms by sampling values uniformly

from the base column, sorting these values, and then generating the endpoints of each bucket based

o! of this sorted list.
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Because histogram buckets are contiguous, storing the endpoint of each bucket i is enough to

know the range that histogram bucket covers. Figures 5.3a and 5.3b show examples of mappings

using histograms for two di!erent data sets. In both graphs, we use 200,000 samples to create 256

endpoints. The uniform distribution goes from 0 to 10,000,000 and the normally distributed data is

of mean 0 and variance 1000. The codes for the uniform distribution are evenly spaced throughout,

and the codes for the normal distribution are farther apart towards the endpoints of the distribution

and closer together towards the mean. The histograms capture the distributions of both functions

and evenly space the values in the base data across the codes.

Handling Frequent Values. We define a frequent value to be a value that appears in more than
1
z

of the base data values. To handle these frequent values, we first perform the same procedure as

before and create a sorted list of sampled values. If a value represents more than 1
z

of a sample of

size n, then one of the values in the sorted list at (n

z
, 2n

z
, . . . , (z↑1)n

z
) must be that value. Thus, for

each of these z values we can search for its first and last occurrence to check if it represents more

than 1
z

of the sample. If so, mark the middle position of that value in the list and give the value the

unique code c ⇑ midpoint

n
(rounded to nearest integer), where c is the number of codes in the Column

Sketch. In the case that z < c and that two values would be given the same unique code c, the more

frequent value is given that unique code. In this paper, we use z = 256. Though a smaller value

of z can create faster average query times, we chose 256 so that making a code unique does not

increase the proportion of values in non-unique codes.

After finding the values that deserve a unique code and giving them associated code values, we

equally partition the sorted lists between each unique code and assign the remaining code values

accordingly. The identification of unique codes is in the worst case comparable to a single pass over

the sample, and the partitioning of non-unique codes is then a constant time operation.

To make it so that updates cannot force a re-encoding, we do not allow unique codes to occupy

subsequent positions. If in the prior procedure values vi and vi+1 would be given unique code

i and i + 1 respectively, only the more frequent value is given a unique code. For values to be

assigned subsequent codes, the less frequent code can contain no more than 3
2c

of the sampled values,

and so our previous robustness results for no non-unique code having too many values still hold.
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Additionally, we do not allow the first and last codes in the compression map to be unique.

Estimating the Base Data Distribution. For the compression map to have approximately equal

numbers of values in each code, the sampled histogram created from the empirical CDF needs to

closely follow the distribution of the base data. The Dvoretzky-Kiefer-Wolfowitz inequality provides

bounds on the convergence of the empirical CDF Fn of n samples towards the true CDF F , stating:

P (supx→R ∈Fn(x) ↔ F (x)∈ ⇓ ϑ) ≃ 2e↑nϑ
2 [Massart, 1990, Dvoretzky et al., 1956]. In this equation

we can treat F , the true distribution, as an unknown quantity and the column as an i.i.d. sample of

F , or we can treat the column as a discrete distribution having CDF exactly equal to the CDF of

the base data. In both cases, sampling from the base data n times gives the required result on the

distance of our sampled data’s empirical CDF Fn from the true CDF F 1. We prove in Section 5.7

that any column with less than 4
256 of the base data provides 2→ performance benefits during scans,

and a Column Sketch mapping never assigns a single non-unique code any proportion of values that

it estimates as over 2
256 . Therefore, we targeted ϑ = 2

256 . With 200,000 samples as in Figure 5.3, the

chance of an error of this amount is less than 10↑5. Both the number of samples n and the desired

ϑ are tunable.

In Appendix C.5, we provide ways to deal with columns whose value distribution shifts over

time.

5.3.4 Categorical Compression Maps

Categorical Data and Dictionary Encoding. Unlike numerical distributions, categorical

distributions often have values which take up significant portions of the dataset. Furthermore,

certain categorical distributions have no need for ordering.

Traditionally, categorical distributions have been encoded using (optionally order preserving)

fixed width dictionary encoding. Dictionary encoding works by giving each unique value its own

numerical code. A simple example is the states in the United States. While this might be declared

as a varchar column, there will be only 50 distinct values and so each state can be represented by a

1
Under the case that our column is a considered an i.i.d. sample from F, this should be without replacement. For

the case that our columns CDF is our desired CDF, this should be with replacement.
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number between 0 and 49. Since each distinct value requires a distinct code, the number of bits

needed to store a dictionary encoded value is ∋log2 n△, where n is the number of unique values.

Lossy Dictionaries. The compression maps for categorical distributions look similar to dictionary

encoding, except that rare codes have been collapsed in on each other, making the number of code

values smaller. The primary benefit of this collapsing is that a scan of the sketched column reads

less memory. However, there is also a processing benefit as we can choose the number of code values

in a non-injective encoding so that codes are of fixed byte length. For instance, if we look at a

dataset with 1200 unique values, then a dictionary encoded column needs 11 bits per value. If these

codes are packed densely one after the other, they will not begin at byte boundaries and the CPU

will need to unpack the codes to align them on byte boundaries. If they are not packed densely, then

the codes are padded to 16 bits, which in turn brings higher data movement costs. With Column

Sketches, the lossy encoding scheme can choose the number of bits to be a multiple of 8, saving

data movement without creating the need for code unpacking.

Shown in Figure 5.4 is an example comparing an order-preserving dictionary to an order-

preserving lossy dictionary for states in the United States. Only the unique codes are shown, with

the non-unique codes in the implied gaps. Though this is a simplified example, it shows various

properties that we wish to hold for lossy dictionaries. The most frequent values, in this case the

most populous states, are given unique codes, whereas rarer values share codes. California is given

the unique code 1 whereas Wyoming shares code 14 with Wisconsin, West Virginia and several

other states. The 7 unique codes cover nearly 50% of the population of the U.S. The other 50% of
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the population are divided amongst the 8 non-unique codes, with each non-unique codes having

an expected 6.25% of the data. However, this is due to the low number of non-unique codes. For

instance, if we were to change this to cities in the United States, of which there are around 19,000,

and have 128 unique codes and 128 non-unique codes, then each non-unique code would have only

0.6% of the data in expectation.

Unordered Categorical Data. We first discuss assigning codes for categorical distributions that

have no need for data ordering. Without the need for ordered code values, we are free to assign any

value to any code value. This freedom of choice makes the space of possible compression maps very

large, but also gives rise to fairly good intuitive solutions. We have three major design decisions:

1. How many values should be given unique codes?

2. Which values do we give unique codes?

3. How do we distribute values amongst the non-unique codes?

(1) Assigning Unique Codes. The simplest approach to assigning unique codes is to give the

most frequent values unique codes. This is robust in that it bounds the amount of times we access

the base data for any predicate. More aggressive (but potentially less robust) approaches which

analyze query history to assign unique code values are presented in Appendix C.4.

(2) Number of Unique Codes. The choice of how many unique codes to create is a tunable design

decision depending on the requirements of the application at hand. We describe here two ways to

make this decision. One way is to give every value that occurs with more than some frequency z in

our sample a unique code value, leaving the remaining codes to be distributed amongst all values

with frequency less than the specified cuto!. This parameter z has the same tradeo!s as in the

ordered case, and tuning it to workload and application requirements is part of future work. In

this paper, z is set to 256, for analogous reasons to the ordered case. The second way of assigning

unique codes is to set a constant value for the number of codes that are unique. The second method

works particularly well for certain values. For instance, if exactly half the assigned codes are unique

codes, then we can use the first or last bit of code values to delineate unique and non-unique codes.

(3) Assigning Values to Non-Unique Codes. The fastest method for ingesting data is to use a
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hash function to relatively evenly distribute the values amongst the non-unique codes. If there are c

codes and u unique codes, we assign the unique codes to codes 0, 1, . . . , u ↔ 1. When encoding an

incoming value, we first check a hash table containing the frequent values to see if the incoming

value is uniquely encoded. If the value is uniquely encoded, its code is written to the sketched

column. If not, the value is then encoded as u + [h(x)%(c ↔ u)].

Analysis of Design Choices. By far the most important characteristic for performance is making

sure that the most frequent values are given unique codes. Figures 5.5 and 5.6 show the maximum

number of data items given to any non-unique code as well as the average across all non-unique

codes. In both figures, we have 100,000 tuples given 10,000 unique values, with the frequency with

which we see each value following a Zipfian distribution. The rare values are distributed amongst

the non-unique codes by hashing. In the first figure, we keep the skew parameter at 1 and vary

the number of unique codes. In the second graph, we use 128 unique codes and change the skew of

the dataset. As seen in Figure 5.5, choosing a moderate number of unique codes guarantees each

non-unique code has a reasonable number of values in the base data. Figure 5.6 shows that for

datasets with both high and low skew, the number of tuples in each non-unique code is a small

proportion of the data.

Ordered Categorical Data. Ordered categorical data shares properties of both unordered

categorical data and of numerical data. Like numerical data, we expect to see queries that ask

questions about some range of elements in the domain. Like unordered categorical data, we expect

to see queries that predicate on equality comparisons. Spreading values in the domain evenly across

codes achieves the properties needed by both. Thus the algorithm given for identifying frequent

values in numerical data works well for ordered categorical data as well.

5.4 Predicate Evaluation Over Column Sketches

For any predicate that a Column Sketch evaluates, we have codes which can be considered the

endpoint of the query. For instance, the comparison B < x given as an example in Section 5.2 has

the endpoint S(x). For range predicates with both a less than and greater than clause, such as

x1 < B < x2, the predicate has two endpoints: S(x1) and S(x2). And while technically an equality
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Algorithm 6 Column Sketches Scan
Select where B < x, Column Sketch of one byte values
Input: S is a function which is order preserving
1: repeat_sx = _mm128_set1_epi8(S(x))
2: for each segment b in sketched column do
3: Work over the code one block of data at a time

4: position= b→ segment size
5: for number of simd iterations in segment size do
6: Perform logical comparisons necessary for predicate evaluation on each code. The 1,2 denote that this is

done twice

7: codes1,2 = _mm_load_si128(codes_address)
8: definite1,2 = _mm_cmplt_epi8(codes,repeat_sx)
9: possible1,2 = _mm_cmpeq_epi8(codes,repeat_sx)

10: bitvector_def1,2 = _mm128_movemask_epi8(definite1)
11: bitvector_possible1,2 = _mm128_movemask_epi8(possible1)
12: Store results we are certain of

13: bitvector_def = (bitvector_def1 « 16) | bitvector_def2
14: store(bitvector_def) into result
15: Check if the boundary values have any matching tuples and store qualifying positions.

16: conditional store bitvector_possible1,2 into temp_result.
17: position + = 32
18: Check all tuples that we are uncertain about

19: for position in temp_result do
20: if B[position] == x then
21: set bit position + beginning position in result
predicate has no endpoint since it isn’t a range, for notational consistency we can think of S(x) as

an endpoint of the predicate B = x.

SIMD Instructions. SIMD instructions provide a way to achieve data-level parallelism by executing

one instruction over multiple data elements at a time. The instructions look like traditional CPU

instructions such as addition or multiplication, but have two additional parameters. The first is the

size of the SIMD register in question and is either 64, 128, 256, or 512 bits. The second parameter

is the size of the data elements being operated on, and is either 8,16,32, or 64. For example, the

instruction _mm256_add_epi8 (__m256i a, __m256i b) takes two arrays, each with 32 elements

of size 8 bits, and produces an array of thirty-two 8 bit elements by adding up the corresponding

positions in the input in one go.

Scan API. A Column Sketch scan takes in the Column Sketch, the predicate operation, and the

values of its endpoints. It can output a bitvector of matching positions or a list of matching positions,

with the default output being a bitvector. In general, for very low selectivities a position list should

be used and for higher selectivities a bitvector should be used. This is because at high selectivities
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the position list format requires large amounts of memory movement.

Scan Procedure. Algorithm 2 depicts the SIMD based Column Sketch scan using Intel’s AVX

instruction set and producing bitvector output. For space reasons, we omit the setup of several

variables and use logical descriptions instead of physical instructions for lengthier operations.

The inner part of the nested loop is responsible for the logical computation of which positions

match and which positions possibly match. In the first line, we load the 16 codes we need before

performing the two logical comparisons we need. For the less than case, our only endpoint is S(x),

and we check for this value using the equality predicate on line 10. For each position matching this

predicate, we will need to go to the base data.

After these comparisons, we translate the definitely qualifying positions into a bitvector and

store these immediately. For the possibly matching positions, we perform a conditional store. Left

out of our code for reasons of brevity, the conditional store first checks if its result bitvector is all

zeros. If it is not, it translates the conditional bitvector into a position list and stores the results in

a small bu!er on the stack. The result bitvector for possibly matching values will usually be all

zeros as the Column Sketch is created so that no code holds too many values, and so the code to

translate the bitvector into a position list and store the positions is executed infrequently. As a

small detail, we found it important that the temporary results be stored on the stack. Storing these

temporary results on the heap instead was found to have a 15% performance penalty.

The Column Sketch scan is divided into a nested loop over smaller segments so the algorithm

can patch the result bitvector using the base data while the result bitvector remains in the high

levels of CPU cache. If we check the possibly matching positions all at the end, we see a minor

performance degradation of around 5%.

Unique Endpoints. Unique endpoints make the scans more computationally e"cient. If the

code S(x) is unique, there is no need to keep track of positions and no need for conditional store

instructions. Furthermore, the algorithm only needs a single less than comparison. After that

comparison, it immediately writes out the bitvector. More generally, given a unique code, a scan

over a Column Sketch completely answers the query without referring to the base data, and thus

looks exactly like a normal scan but with less data movement.
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Equality and Between Predicates. Equality predicates and between predicates are processed

similarly to Algorithm 2. For equality predicates, the major di!erence is that, depending on whether

the code is unique, the initial comparison only needs to store the partial result or the definite result.

It can drop the other store instruction. For two-sided ranges with two-non unique endpoints, we

have both > and < comparisons and an equality check on both endpoints. The list of possible

matches is the logical or of the two equality checks, and the list of definite matches is the logical and

of the two inequality comparisons. The rest of the algorithm is identical. If an endpoint is unique,

then similar to the one sided case, the equality comparison for that endpoint can be removed.

Two Byte Column Sketches. Previous descriptions are based on single byte Column Sketches.

In case we have a two byte representation, the logical steps of the algorithm remain the same. The

only change is replacing the 8 bit SIMD banks with 16 bit SIMD banks.

5.5 Performance Modeling

The performance model for Column Sketches assumes that performance depends on data

movement costs. This assumption is justified in our experiments for byte-aligned Column Sketches,

where we show that a Column Sketch scan saturates memory bandwidth.

Notation. Let Bb be the size of each value in the base data in bytes and let Bs be the size of the

codes used in the sketch (both possibly non-integer such as 7/8 for a 7 bit Column Sketch). Let

n be the total number of values in the column, and let Mg be the granularity of memory access.

Because the modeling in this section is aimed at main memory, we use Mg = 64. The analysis of

stable storage based systems is given in Appendix C.2.

Model: Bytes Touched per Value. Let us assume that the Column Sketch has no unique codes

and consider a cache line of data in the base data. This cache line is needed by the processor if at

least one of the corresponding codes in the sketched column matches the endpoint of the query. If

we assume that there is only one endpoint of the query, then the probability that any value takes

on the endpoint code is 1
28Bs . Therefore, the probability that no value in the cache line takes on

the endpoint code is approximately 1 ↔ ( 1
28Bs )⇒ Mg

Bb
⇑, with the ceiling coming from values which have

part of their data in the cache line. The chance we touch the cache line is the complement of that
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number, and so the total number of bytes touched per value is

Bs + Bb[1 ↔ (1 ↔ 1
28Bs

)⇒ Mg
Bb

⇑] (5.1)

Plugging in 4 for Bb, 1 for Bs, and 64 for Mg, we get the value 1.24 bytes. If we use 8 for Bb,

this remains at 1.24 bytes. If we change this to a query with two endpoints, the 1
2↑Bs term becomes

2
2↑Bs and so the equation becomes Bs + Bb[1 ↔ (1 ↔ 2

28Bs )⇒ Mg
Bb

⇑] From here, if we keep Bs = 1 and

Mg = 64, then Bb = 4 gives an estimated cost of 1.47 bytes. Again, using Bb = 8 gives 1.47 bytes

as well. Thus, for both one and two endpoint queries, and for both 4 byte and 8 byte base columns,

a Column Sketch scan has significantly less data movement than a basic table scan.

We now take into account unique codes. Assume we follow the technique for deciding on unique

codes from Section 5.3.3, where unique codes are given to values that take more than 1
256 of the

sample. Since the codes partition the dataset, the non-unique codes contain less than 1
256 of the

dataset on average. Following similar logic to above, the result is that creating unique codes

decreases the expected cost of a Column Sketch scan in terms of bytes touched for non-unique codes.

For unique codes the number of bytes touched per value is 1. More detail is given on how unique

codes a!ect the model in Appendix C.3.

Performance Tradeo!s in Code Size. Assume for the moment that non-byte aligned scans are

memory-bound. Equation (1) gives a simple optimization problem which gives to the approximate

optimal # of bits per code for scans, with more bits per code increasing the amount of memory

bandwidth required to perform the scan but decreasing the needed number of base data accesses.

After optimizing this value though, we have various tradeo!s. First and most apparent, more

bits per code creates a larger memory footprint for the Column Sketch. Second, more bits per

code means a larger dictionary, which slows down ingestion for ordered Column Sketches as more

comparisons are needed. Finally, more bits per code makes the performance of the Column Sketch

scan more robust. This is because the left side of equation (1) is constant, whereas the right side is

variable ( 1
28Bs was the expected proportion of codes for an endpoint). By increasing the number of

bits per code, we reduce the influence of the right side of the cost equation and therefore reduce

the variance of equation (1). Currently, we find that equation (1) only holds for byte-aligned code
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sizes with the scan performance being worse by around 30% for non-byte aligned codes, and so the

tradeo!s mostly favor Bs = 1 or Bs = 2.

5.6 System Integration and Memory Overhead

System Integration. Many components of Column Sketches already exist partially or completely

in mature database systems. Creating the compression map requires sampling and histograms,

which are supported in nearly every major system. The SIMD scan given in Section 5.4 is similar

to optimized scans which already exist in analytic databases, and Zone Maps over the base data

can filter out the corresponding positionally aligned sections of a Column Sketch. Adding data

and updating data in a Column Sketch are very similar to data modifications in columns which

are dictionary encoded. In Section 5.7, we show that a Column Sketch scan is always faster than

a traditional scan. Thus, optimization can use the same selectivity based access path selection

between traditional indices and the Column Sketch, with a lower switch point. As well, Column

Sketches work naturally over any ordered data type that supports comparisons. This contrasts with

related techniques such as early pruning techniques, which need modifications to various types such

as floating point numbers to make them binary comparable. Finally, Column Sketches makes no

change to the base data layout and so all other operators except for select can be left unchanged.

Memory Overhead. Let bs be the number of bits per element in the Column Sketch. Then we

need bs → n bits of space for the sketched column. If we let bb be the number of bits needed for

a base data element, then each dictionary entry needs bb + 1 bits of space, where the extra bit

comes from marking whether the value for that code is unique. The size of the full dictionary is

then (bb + 1) → 2b bits. Notably, b is usually quite small (we use b = 8 at all points in this paper to

create byte alignment) and so the dictionary is also usually quite small. Additionally, the size of the

dictionary is independent of n, the size of the column, and so the overhead of the Column Sketch

approaches bs → n bits as n grows. Additionally, we note that a Column Sketch works best with

compression techniques on the base column that allow e"cient positional access. This is normally

the case for most analytical systems when data is in memory, as data is usually compressed using

fixed width encodings [Abadi et al., 2013]. For a discussion of disk-based systems, we point the
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reader to Appendix C.2.

5.7 Experimental Analysis

We now demonstrate that, contrary to state of the art predicate evaluation methods, Column

Sketches provide an e"cient and robust access method regardless of data distribution, data clustering,

or selectivity. We also show that Column Sketches e"ciently ingest new data of all types, with

order of magnitude speedups for categorical domains.

Competitors. We compare Column Sketches against an optimized sequential scan, BitWeaving/V

(noted from here on out as just BitWeaving), Column Imprints and a B-tree index. The scan, termed

FScan, is an optimized scan over numerical data which utilizes SIMD, multi-core, and zone-maps.

For BitWeaving and Column Imprints, we use the original code of the authors [Li and Patel, 2013,

Sidirourgos and Kersten, 2013], with some minor modifications to Column Imprints to adapt it to the

AVX instruction set. We additionally compared against a SIMD version of BitWeaving [Polychroniou

et al., 2015], but found the SIMD version performed slightly less e"ciently. The B-tree utilizes

multi-core and has a fanout which is tuned specifically for the underlying hardware. In addition,

for categorical data we compare Column Sketches against BitWeaving and “SIMD-Scan” from

[Willhalm et al., 2013, 2009], which is a SIMD scan that operates directly over bit-packed dictionary

compressed data. Since we use SIMD at various points that are not referring to “SIMD-Scan”, we

refer to this technique as CScan. All experiments are in-memory; they include no disk I/O.

Scan API. The outputs of the scan procedure for a Column Sketch, BitWeaving, Column Imprints

and FScan are identical. As an input the scan takes a single column and as an output it produces a

single bitvector. The B-tree index scan takes as input a single column and outputs a list of matching

positions sorted by position. This is because B-trees store their leaves as position lists and so this

optimizes the B-tree performance.

Infrastructure. We run our experiments on a machine with 4 sockets, each equipped with an

Intel Xeon E7-4820 v2 Ivy Bridge processor running at 2.0GHz with 16MB of L3 cache. Each

processor has 8 cores and supports hyper-threading for a total of 64 hardware threads. The machine

includes 1TB of main memory distributed evenly across the sockets and four 300GB 15K RPM
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disks configured in a RAID-5 array. We run 64-bit Debian “Wheezy” version 7.7 on Linux 3.18.11.

To eliminate the e!ects of NUMA on performance, each of the experiments is run on a single socket.

We give performance measurements in terms of cycles per tuple. For this machine and using a single

socket, a completely memory bound process achieves a maximum possible performance of 0.047

cycles per byte touched by the processor.

Experimental Setup. Unless otherwise noted, the column used consists of 100 million values.

When conducting predicate evaluation, each method is given use of all 8 cores. The numbers

reported are the average performance across 100 experimental runs.

5.7.1 Uniform Numerical Data

Fast and Robust Data Scans. Our first experiment demonstrates that Column Sketches provide

e"cient performance regardless of selectivity. We test over numerical data of element size four bytes,

distributed uniformly throughout the domain, and we vary selectivity from 0 to 1. The predicate is

a single sided < comparison, with the endpoint of the query being a non-unique code of the Column

Sketch. For this experiment only, we report performance as milliseconds per query, as the metric

cycles/tuple is not very informative for the B-Tree.

Figure 5.7 shows the results. It depicts the response time for all five access methods as we

vary selectivity. For very low selectivities below 1%, the B-tree outperforms all other techniques.
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Figure 5.9: Column Sketches need to
access the base data very infrequently.
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Figure 5.10: Column Sketches need
fewer cycles to evaluate single and double
sided predicates.

However, once selectivity reaches even moderate levels, the B-tree performance significantly degrades.

This is because the B-tree index needs to traverse the leaves at the bottom level of the tree, which

stalls the processor and so wastes cycles. In contrast to the B-tree, the Column Sketch, Column

Imprints, BitWeaving, and FScan view data in the order of the base data and consistently feed data

to the processor.

During predicate evaluation, BitWeaving, Column Imprints, the Column Sketch, and the

optimized scan all continually saturate memory bandwidth. However, the Column Sketch performs

the best by reading the fewest number of bytes, outperforming the optimized scan by 2.92→, Column

Imprints by 1.8 ↔ 4.8→ and BitWeaving by 1.4→. Figure 5.8 breaks down these results, showing

the number of L1 Cache Misses for the Column Sketch against its two closest competitors, FScan

and BitWeaving. The results align closely with the performance numbers, with the Column Sketch

seeing 1.39→ fewer L1 cache misses than BitWeaving and 3.54→ fewer L1 cache misses than the

optimized scan.

In performing predicate evaluation, the optimized scan and Column Imprints see nearly every

value, leading to their high data movement costs. This is because the Zone Map and Column

Imprint work best over data which is clustered; when data isn’t clustered, as is the case here, these

techniques provide no performance benefit. BitWeaving and the Column Sketch also see every value,

but decrease data movement by viewing fewer bytes per value. BitWeaving achieves this via early

pruning, but this early pruning tends to start around the 12th bit. Additionally, even if BitWeaving
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eliminates all but one item from a segment by the 12th bit, it may need to fetch that group for

comparison multiple times to compare the 13th, 14th, and so on bits until the final item has been

successfully evaluated. In contrast to BitWeaving, the Column Sketch prunes most data by the

time the first byte has been observed, with Figure 5.9 showing that a single endpoint query accesses

around 0.4% of tuples in the base data. As well, in the rare case an item hasn’t been resolved by

the first byte, the Column Sketch goes directly to the base data to evaluate the item. This makes

sense, once early pruning has reached a sparse stage where most tuples have or have not qualified,

query execution should directly evaluate the small number of values left over.

Figure 5.10 shows the performance of the Column Sketch, BitWeaving, and the optimized scan

in terms of cycles/tuple across single comparison and between predicates. In both cases, the Column

Sketch performs significantly better than FScan and BitWeaving. For Fscan, its performance across

both types of predicates is completely memory bandwidth bound and constant at 0.195 cycles/tuple.

For BitWeaving, its performance on the between predicate is nearly half of it single comparison

performance, going from 0.093 cycles/tuple to 0.167. However, this is a side e!ect of the distribution

code we were given, which evaluates the < predicate completely before evaluating the > predicate

after. If the two predicates were evaluated together, we would expect to see only a small decrease in

performance. For the Column Sketch, it sees a minor drop in performance from 0.066 cycles/tuple

to 0.074 cycles/tuple. This small drop in performance of the Column Sketch comes from having

two non-unique endpoints, and not from increased computational costs. In the case one of the two

endpoints is unique, the performance stays at 0.066 cycles/tuple. If both endpoints are unique, the

performance is 0.053 cycles/tuple.

Model Verification. The performance of the Column Sketch nearly exactly matches what our

model predicts. The model predicts that we would touch 1.24 bytes for a single non-unique endpoint,

and 1.47 bytes for two endpoints. Taking into account the result bitvector and multiplying this by

our saturated bandwidth performance of 0.047 cycles/byte, we get an expected performance from

our model of 0.064 for a single endpoint and 0.075 for two endpoints.

Robustness to a Bad Compression Map. Figure 5.11 shows the performance of the Column

Sketch as more and more data is put into the single non-unique endpoint of our < comparison. The
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map.
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base data.
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(b) Equality, Non-Unique Code
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Figure 5.13: Column Sketches is the fastest scan across unique and non-unique codes, and across
equality and range comparisons

leftmost data point in the graph shows the expected performance of the Column Sketch, i.e. when

the non-unique code has 1
256 of the data, and each subsequent data point has an additional 1

256

of the data assigned to that code. Notably, our analysis from Section 5.3.3 says that data points

beyond the first 4 points will occur with probability less than 1
105 . The eventual crossover point

when the performance of a Column Sketch degrades to worse than the performance of a basic scan

is when the single endpoint holds 20
256 of the data.

Larger Element Sizes. Our second experiment shows how performance changes for traditional

scans, BitWeaving, and Column Sketch scans as the element size increases from four to eight bytes.

The setup of the experiment is the same as before, i.e., we observe the response time for queries over

uniformly distributed data. We do not use the index or Column Imprints from now on, as across

all experiments the two closest competitors are FScan and BitWeaving. The results are shown in

Figure 5.12.
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Beta BitWeaving (cycles/code) Column Sketch (cycles/code)
1 (Uniform) 0.092 0.066

5 0.112 0.066
10 0.118 0.066
50 0.139 0.066
500 0.152 0.066
5000 0.188 0.066

Table 5.1: Scan Performance under Skewed Datasets

For FScan, the larger element size means a proportional decrease in scan performance, with

codes/cycle going from 0.193 to 0.386. However, for a Column Sketch, we can control the given

code size independently of the element size in the base data. Thus, since we aim the Column Sketch

at data in memory, we keep the code size at one byte. The scan is then evaluated nearly identically

to the scan with base element size four bytes, and has nearly identical performance (0.067 instead

of 0.066 cycles/code). Similarly, BitWeaving prunes almost all data by the 16th bit and so sees a

negligible performance increase of 0.01 cycles/code. The overall performance increase from using

the Column Sketch is 5.76→ over the sequential scan and 1.4→ over BitWeaving.

5.7.2 Skewed Numerical Data

Experiment Setup. For skewed data we use the Beta distribution scaled by the maximum value

in the domain. The Beta distribution, parameterized by ω and ↼ is uniform with ω = ↼ = 1 and

becomes more skewed toward lower values as ↼ increases with respect to ω. We use this instead of

the more commonly seen zipfian distribution as the zipfian distribution is more readily applied to

categorical data with heavy skew, whereas the Beta distribution is continuous and better captures

numerical skew. In the experiment, the element size is 4 bytes. We keep ω at 1, and vary the ↼

parameter. All queries are a range scan for values less than 28 ↔ 1 = 255. Table 2 depicts the results

(FScan is not included as its performance is identical to Figure 5.7).

Robustness to Data Distribution. As the distribution gets more skewed towards low values,

the high order bits tend to be mostly 0s. For BitWeaving, this means the high order bits don’t give

much data pruning, and as a result the performance of BitWeaving tends to look more like the full

column scan. This is a weakness of using encoding which preserves di!erences, if there are even a
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trace amount of high values, the high order bits must be nearly all zero. For BitWeaving, we see

performance degradation fairly quickly, as even ↼ = 5 produces a notable performance drop. As ↼

increases, the performance degrades more. In contrast, the performance of the Column Sketch is

stable, with the ability to prune data una!ected by the data distribution change.

5.7.3 Categorical Data

Categorical Attributes. Our second set of experiments verifies that Column Sketches provide

performance benefits over categorical attributes as well as numerical attributes. Unlike the numerical

attributes seen in the previous experiments, categorical data consists of a significant number of

frequent items. The Column Sketch was encoded with values taking up more than 1
256 of the data

being given unique codes. The resulting data set had 65 unique codes and 191 non-unique codes,

with unique codes accounting for 50% of the data and non-unique codes accounting for 50% of the

data.

For the dictionary compressed columns, we vary the number of unique elements so that the

value size in the base data is between 9 and 16 bits. This matches the size of dictionary compressed

columns which take up the majority of execution time in industrial workloads [Willhalm et al.,

2009]. For columns whose base data takes less than 9 bits, Column Sketches provide no benefit and

systems engineers should use other techniques.

In Figure 5.13a, we see that using a Column Sketch to perform equality predicate evaluation

is faster than BitWeaving and CScan. Surprisingly, the improvement is more more than a 12%

improvement over BitWeaving, even for 9 bit values, and sees considerably more improvement

against CScan. For Column Sketches, the performance improvement increases up to bit 12 against

BitWeaving, at which point the performance of BitWeaving becomes essentially constant. For the

CScan, the improvement varies based o! the base column element size. Due to word alignment,

CScan does better on element sizes that roughly or completely align with words (such as 12 and

16 bits). However, for all element sizes, the computational overhead of unpacking the codes and

aligning them with SIMD registers makes it so CScan is never completely bandwidth bound.

For non-unique codes, the performance of the Column Sketch is only slightly worse. The
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performance drops by 15% as compared to unique codes, with the Column Sketch remaining more

performant than BitWeaving and CScan across all base element sizes. This is again due to the very

limited frequency with which the Column Sketch looks at the base data; in this case, the Column

Sketch is expected to view the base data for one out of every 256 values.

We additionally conduct range comparisons on categorical data, as shown in Figure 5.13c. The

results are similar to Figure 5.13b. For Column Sketches we observe similar performance both

when we stored the the base data as a text blob and when it was stored using non order-preserving

dictionary encoded values. This is notable, since both blob text formats and non-order preserving

dictionary encoded values are easier to maintain during periods in which new domain values appear

frequently.

5.7.4 Load Performance

Experiment Setup. We test load performance for both numerical and categorical data, showing

that Column Sketches achieve fast data ingestion regardless of data type. For both data ingestion

experiments, we load 100 million elements in five successive runs. Thus at the end, the table

has 500 million elements. In the numerical experiment, the elements are 32 bits and the Column

Sketch contains single byte codes. In the categorical experiment, the elements are originally strings.

For BitWeaving, we turn these strings into 15 bit order preserving dictionary encoded values, so

that the BitWeaved column can e"ciently conduct range predicates. For the Column Sketch, we

encode the strings in the base data as non-order preserving dictionary encoded values, and use an

order-preserving Column Sketch. As shown in the prior section, this is e"cient at evaluating range

queries. The time taken to perform the dictionary encoding for the base data is not counted for

BitWeaving or Column Sketches. The time taken to perform encoding for the Column Sketch is

counted.

The categorical ingestion experiment is then run under two di!erent settings: in the first setting,

each of the five successive runs sees some new element values, and so elements can have their encoded

values change from run to run. Because there are new values, the order preserving dictionary needs

to re-encode old values, and so previous values may need to be updated. In the second setting,
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Technique Numerical Data Categorical Data(No New Values) Categorical Data(New Values)
BitWeaving 50.823 26.139 80.155

Column Sketches 5.483 5.379 5.531

Table 5.2: Time to load all batches (sec.)

there are no new values after the first batch.

Fast Ingestion via Column Sketches. Column Sketches tend to have fast load performance

as the only transformation needed on each item is a dictionary lookup. The data can then be

written out as contiguous byte aligned codes. As well, regardless of the new values in each run, the

Column Sketch always has a non-unique code for each value and thus never needs to re-encode

its code values. Thus, a Column Sketch is particularly well suited to domains that see new values

frequently, with the Column Sketch allowing for e"cient range scans without requiring the upkeep

of a sorted dictionary. In contrast to Column Sketches, BitWeaving tends to have a high number of

CPU operations to mask out each bit and writes to scattered locations. More importantly, new

element values can cause prior elements to need to be re-encoded. Notably, this isn’t particular to

BitWeaving, but an inherent flaw in any lossless order-preserving dictionary encoding scheme, with

the only solution to include a large number of holes in the encoding [Binnig et al., 2009].

5.8 Related Work

Compression and Optimized Scans. The tight integration of compression and execution into

scans in column-oriented databases started in the mid-2000’s with MonetDB and C-Store [Zukowski

et al., 2005, Abadi et al., 2006, Zukowski et al., 2005]. Since then work has been done integrating

numerous types of compression into scans, notably dictionary compression, delta encoding, frame-

of-reference encoding, and run-length encoding [Graefe and Shapiro, 1991, Zukowski et al., 2006].

Nowadays, mixing compression and execution is standard and is seen in most commercial DBMSs

[Raman et al., 2008, Barber et al., 2012, Färber et al., 2012, Lamb et al., 2012]. Recently, IBM

created Frequency Compression [Raman et al., 2008, 2013], exploiting data reordering for better

scan performance.

Each of these techniques is lossless and designed to be used for base data. Thus, these techniques
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could achieve higher compression ratios through the use of lossy instead of lossless compression,

reducing memory and disk bandwidth during scans. The potential of lossy compression for predicate

evaluation has been hypothesized in the past but no solution has been presented [Pirk et al., 2014].

Early Pruning Extensions. In [Li et al., 2015], Li, Chasseur, and Patel look into lossless

variable-length encoding schemes for Bit-Sliced Indices that are aimed at making the high-order

bits informative in query processing. This solves the problem of data value skew and [Li et al.,

2015] additionally exploits more frequently queried predicate values. If skew is heavy enough such

that frequent values or frequently queried values would require less than 8 bits, than the resulting

bit-sliced index would be faster for querying those values than a Column Sketch. Furthermore, as in

traditional bit-sliced indices, the resulting index is helpful even when the column’s code values are

smaller than 8 bits.

However, [Li et al., 2015] does not consider lossy encoding schemes. By keeping the encoding

schemes lossless, the padded variable length encoding schemes have larger memory footprint than

a Column Sketch and have more expensive write times. As well, the resulting padded variable

length encoding schemes are expensive to generate, with substantial run time spent on generating

coding schemes for code sizes of 24 bits or less. An interesting line of future work is mixing the

techniques from [Li et al., 2015] with Column Sketches, and using padded bitweaved columns inside

the sketched column of a Column Sketch.

Lightweight Indexing. Lightweight data skipping techniques such as Zone Maps and their

equivalent provide a way to skip over large blocks of data by keeping simple metadata such as min

and max for each column. They are included in numerous recent systems [Francisco, 2011, Raman

et al., 2013, Thusoo et al., 2010, Lamb et al., 2012, Xin et al., 2013] and how to best organize

both the data and metadata is an area of ongoing research [Sun et al., 2014, Qin and Idreos, 2016,

Metzger et al., 2005, Slezak et al., 2008, Sidirourgos and Kersten, 2013]. Amongst recent approaches,

Column Imprints stands out as similar in nature to Column Sketches[Sidirourgos and Kersten, 2013].

Column Imprints also use histograms to better evaluate predicates, but do so for groups of values at

a time instead of single values at at time.

For datasets with clustering properties, data skipping techniques notice that entire groups of
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values would evaluate the predicate to be either true or false, and so provide incredible speedup in

these scenarios. For datasets that are not clustered, lightweight indices can’t evaluate groups of

data at a time and so scans need to check each value individually. In contrast, Column Sketches is

able to handle these queries as it already works on an element by element basis. Thus, lightweight

indices should be used in tandem with Column Sketches, as both have low update costs and target

di!erent scenarios.

Other Operators over Early Pruning Techniques. The use of early pruning techniques has

been generalized to other operators beyond predicate evaluation [Feng and Lo, 2015, Pirk et al.,

2014]. Most of this work can be applied to Column Sketches. For instance, a MAX operator can

look at b high order bits and prune all records which are less than the maximum value seen using

only those b bits, as they are certainly not the max. This is similar to Column Sketches, where any

value that is not the maximum on the Column Sketch bytes is clearly not the maximum value in

the column.

SIMD Scan Optimizations. There is a recent flurry of research on how to best integrate SIMD

into column scans. We touch only on the main techniques and leave the reader to familiarize

themselves with other work [Zhou and Ross, 2002, Feng et al., 2015, Lemire and Boytsov, 2015,

Polychroniou et al., 2015]. The unpacking methods in this paper are based o! work by Willhalm et

al. where they use SIMD lanes to unpack codes one code per SIMD lane [Willhalm et al., 2013, 2009].

Improvements in the computational performance of scans is complementary to Column Sketches.

Column Sketches are designed to be a scannable dense array structure, and so improvements in

evaluating predicates apply equally to Column Sketches.

5.9 Conclusion

In this paper, we show that neither traditional indexing nor light-weight data skipping techniques

provide performance benefits for queries with moderate selectivity over unclustered data. To

provide performance improvements for this large class of queries, we introduce a new indexing

technique, Column Sketches, which provides better scan performance regardless of data ordering,

data distribution and query selectivity. Compared to state-of-the-art approaches for scan accelerators,
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Column Sketches are significantly easier to update and are more performant on scans over a range of

di!ering data distributions. Possible extensions of Column Sketches include usage for operators other

than equality and range predicates, such as aggregations, set inclusion predicates, and approximate

query processing.
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Chapter 6

Designing New Cerebral Data

Structures

We’ve now seen multiple instances of Cerebral Data Structures and their ability to produce

improvements in the space of data structures. Given these examples, we now return to two broader

questions. First, how can the framework of Cerebral Data Structures be used to create new classes

of data structure designs? And second, how does this work of Cerebral Data Structures integrate

with approaches to automate the fitting of data structure to system?

6.1 Generating New Classes of Cerebral Data Structures

As mentioned in the introduction, generating new Cerebral Data Structures still requires human

ingenuity, but the goal of the framework is that through adding structure to the creative process,

we allow for greater clarity in thinking and the faster discovery of new designs. While prior sections

provided end to end examples of new designs, this section is meant to highlight the design process

and give ideas on how to generate new Cerebral Data Structure designs.

As a way to provide guidance, we break down several possible approaches to improving Cerebral

Data Structures for hash tables. The goal is that this more in depth example also helps to consider

how Cerebral Data Structures can be applied in new domains, such as say nearest neighbor indexing.

The approaches introduced range from approaches which are immediately actionable, but will likely
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not have dramatic performance improvements, to open questions that would be full research projects

to themselves but which would provide significant benefits for hash tables. Recall that the main

metrics for hash tables are speed, memory consumption, and robustness and the components which

contribute to the overall performance of hash tables are the hash function including its computational

speed and collision probabilities, the storage of keys and values (which influences memory and also

speed via cache misses), the method for handling collisions, and the cost of comparing keys which do

collide. In Cerebral Data Structures, we generally focus on the components of greatest importance

for data structures (step 1), but here we analyze each component to give a better idea on how to

generate ideas for Cerebral Data Structures.

Comparison Operator. Analyzing how context can be integrated into the design and imple-

mentation of the comparison operator leads to fairly actionable ideas. The traditional method

for comparing keys is to compare them in byte order for ordered keys such as strings or in an

arbitrary order for keys which are tuples (step 2a). If data is skewed, as is often the case, it might

be faster to compare keys in a di!erent byte ordering which maximizes the probability of early

termination. The goal would then be to introduce a formal parameterization of the context that

allows for investigating how to make comparisons faster, and then to use this parameterization to

design a new faster comparison operator which views bytes in a strategically chosen order (step 2b).

The design of this comparison operator would then need to progress through the same stages as

that of other Cerebral Data Structures: introducing equations for how the parametric model a!ects

the performance of the comparison operator (step 2b), introducing estimators for the introduced

parameters (step 3), and creating a decision procedure which takes in estimates of the parameters

(and optionally runtime information) to produce a specific comparison function (step 4).

Collision Resolution. A second example to analyze is how context can be used to design

and implement methods for collision resolution using the framework of Cerebral Data Structures.

Currently, there are a range of methods for dealing with collision resolution, but they generally do

not depend on the workload. For instance, separate chaining and linear probing tables generally

put items at the first empty slot found (step 2a). In practice, it might be better to deal with

collision resolution in a way that either makes items placement more predictable (so that these
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locations might be checked first) or skews more frequently queried items closer to the head of the

checked locations. An example approach using this idea can be found in Knuth’s Art of Computer

Programming Vol. 3 [Knuth, 1998], wherein items with higher probability of being queried are put

closer to the head of the linked list for separate chaining hash tables (step 2b). He analyzes how

this a!ects the number of comparisons needed (step 2b), and what the optimal table is for this case

(decision: more frequently queried items towards head of list, step 4). While not provided in the

book, given a past sample of queries, simple counting histograms could be used to estimate which

items are most likely to be queried (step 3). Alternative ideas could be used to handle this approach

for linear probing tables, with the general ideas and steps likely being similar.

Hash Functions: Operations. While the previous two projects are more immediately actionable,

we now cover several more complicated, but perhaps more impactful, ideas for generating more

complex cerebral data structures for hashing. One idea is to use context in the design and

implementation of the hash function to further analyze how to reduce hash computation compared

to traditional approaches. For instance, while we already discussed in Chapter 3 how assumptions

in traditional hashing mean they work over every byte of data, these assumptions also a!ect the

computations done by hash functions on each byte (step 2a). An interesting direction of research is

whether a parameterization of the workload can also be used to reduce the computation done on each

byte. In many ways, the work of Mitzenmacher and Vadhan [Mitzenmacher and Vadhan, 2008] can

be seen as achieving this already, as they show that 2-independent hash functions su"ce when data

is random enough compared to alternative approaches of using k-independent hash functions with

k > 2 (steps 2b,4). Estimators of the Rényi entropy given in Chapter 3 could be used to estimate

the needed entropy (step 3). An open question is whether alternative parameterizations lead to

di!erent computational benefits on the hash function while preserving enough uniformity for hash

tables. For instance, current computational expenses for hash functions generally come as a result

of "avalanche" steps at the end of computation (this is especially true for short keys), one interesting

question is under what conditions on data can this step be removed. Such a parameterization would

need to take in a likely modified idea of input randomness (step 2b), translate this into approximate

uniformity of hash output, estimate this new form of randomness (step 3), and build the resulting
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hash function (step 4). The result would be faster hash tables for small data types such as integers

and short strings.

Hash Functions: Collisions. For hash tables, one known way to improve performance is to

decrease the collision probability coming from the hash function. The traditional approach is to

assume hash outputs are distributed as i.i.d. uniform random variables, and then simply to deal with

the collisions that occur (step 2a). While one might try to improve upon the output distribution, if

each hash output is independent, then a uniform distribution produces the fewest collisions, and

so no learned hash function can do better. However, one way to reduce the collision probability

is by breaking this independence, something that has already been done for static data sets via

approaches such as perfect hash functions [Fredman et al., 1984, Botelho et al., 2007, Dietzfelbinger

et al., 1994, Belazzougui et al., 2009], and learned hashing techniques [Kraska et al., 2018, Sabek

et al., 2021]. A (hard) open question is whether there are reasonable workload assumptions that

can be made which allow for lower collision rates by breaking the independence of hash outputs

while supporting e"cient insertions (step 2b). The goal would be to find some parameterization of

the workload that makes certain joint appearance probabilities likely, and to find hash functions

which separate items from these parameterized workloads in a way that makes collisions less likely

than i.i.d. uniform random variables. The additional steps would then need to be the same: create

statistical estimators for this parameterization of the workload (step 3), and use these estimates

plus runtime information to build hash functions (step 4).

Takeaways. This Section shows that even in the data structures analyzed in this thesis, there are

many unexplored and realistic parameterizations of workloads that can be used to improve data

structure performance. This is because by and large, data structures are still designed for arbitrary

workloads and data distributions. Thus, by thinking about how parameters of workloads a!ect their

functionality, and by capitalizing the increasing abundance of data about systems and their data

structures, we can create and use better data structures.
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6.2 Towards Automating Data Structure Design

The eventual goal of instance-optimized systems, and of data structures as a part of that vision,

is to automate the creation of specifically tailored data structures that perfectly match the context

they are deployed in. Already, we have seen aspects of this vision inside the framework for Cerebral

Data Structures, wherein each of Entropy-Learned Hashing, Stacked Filters, and Column Sketches

uses statistical estimators to gather information about context before optimization routines create

data structures which are the best possible versions of Entropy-Learned Hash structures, Stacked

Filters, or Column Sketches for the context at hand.

A much larger goal is to look beyond limited classes of data structures and to try find the best

possible data structure for a context. While this is clearly a large vision, a road map towards that

vision was created in The Data Calculator [Idreos et al., 2018], a project I was part of during my

PhD. The main ideas behind the Data Calculator are in many ways similar to those of Cerebral Data

Structures. Like Cerebral Data Structures, the Data Calculator tracks properties of its workload

to try to create a parameterization of the workload. It then has a much larger search space of

data structures, and an optimization algorithm which picks designs from this larger space of data

structures.

6.2.1 An Overview of the Data Calculator

This Section gives a brief overview of the Data Calculator and its approach to automatically

generating new data structure designs as combinations of existing designs. A more detailed

description of the approach can be found in Idreos et al. [2018]. Here we focus on the relationship

between the Data Calculator and its goal of overall automatic design of data structures with the

framework of Cerebral Data Structures.

The Data Calculator, which currently tackles the problem of read-only key-value data structures,

consists of three modules.

The first module is a parameterization of the workload, with this parameterization generally

consisting of simpler workload parameters than those considered by Cerebral Data Structures. For

instance, this might be parameters like the ratio of point gets (find key x) to range gets (find keys
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with x1 < key < x2) and histograms of the query values given.

The second module, and the most complex, is a space of data layout primitives and data access

primitives that govern how a data structure lays out and accesses its data. The main idea behind

the project is that combinations of data layout primitives and data access primitives define a data

structure, and that by identifying these primitives we allow for novel data structures through

combining them in new ways. As an example, B-trees are generally defined by their primary way of

partitioning data (by approximate quantiles) but also have many more parameters such as their

utilization (> 50%) and how internal nodes are laid out (generally nodes are independently laid

out in memory). Each of these choices is a primitive. To get to a new data structure, Cache

Sensitive B-Trees [Rao and Ross, 2000], the internal nodes are no longer apart in memory but

instead conjoined in a specific order for better cache locality when traversing the tree. This primitive,

which is known as “sub-block physical layout”, changes from “scattered” for B-trees to “breadth-first”

to signify this change. The core concept behind the Data Calculator is that this idea of going

between pointers containing di!erent blocks to laying these blocks out in a specific order is not

unique to B-trees, and that we can apply it more broadly and in a systematic manner if we have a

language of data structures. Building o! this is then that choices of data layout primitives then also

provide a range of choices for data access primitives. The key idea here is that searching something

like a sorted array has multiple options, one can do a linear scan, a binary search, an interpolation

search, or another idea entirely. By grouping these together and allowing for algorithmic choice, we

then also allow for di!erent implementations of searches over sorted arrays to be easily conjoined

with our ideas above on how to best store data. The list of data layout primitives can be found in

Appendix D.

The third module is then a costing module which uses a library of learned models to take in

a combination of data layout primitives, data access primitives, and the parameterization of the

workload to produce an estimated cost of running this workload over the data structure. The list of

learned models used can be found in Appendix D. Using these models then allows for questions like

what is the cost of running this workload on a specific data structure idea I have in mind, as well as

for more generic questions like what is the best data structure for this workload.
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6.2.2 How Cerebral Data Structures adds to the vision of Automatic Data

Structure Design

A major question is how these two frameworks for design and creation of data structures

complement each other. In particular, the Data Calculator and Cerebral Data Structures contain

many similarities: a parameterization of the workload, a search space of data structures, and an

optimization routine to pick an optimal point in the search space (we note this architecture is not

unique; for instance, query optimizers have the same components. However, its application to data

structures brings new challenges).

When viewing the Data Calculator, and indeed any approach to automatic data structure

creation, significant e!ort must be spent on how di!erent approaches interact with each other so

that the approaches can be combined. Thus, the central problems around an approach like the Data

Calculator is creating the algebra of data structures, query routines over arbitrary points in this

space, and calculating costs for points that are complex combinations of more primitive ideas. In

this way, the e!ort in the Data Calculator goes into how existing ideas can be combined to create

new combinations of those ideas (and thus entirely new data structures). At the same time, the

design space of possible data structures formed by combinations of primitives is always incomplete.

New ideas are continually created and enrich the space of possible data structure designs. The

power of the Data Calculator is that once these new ideas are integrated, the new idea can be

considered in conjunction with many other existing ideas immediately.

At the same time, the pace of inventing new design elements is extremely slow as most data

structure designs published are (novel) combinations of existing design elements. This is where

the contributions of the Cerebral Data structures framework come in the picture. Cerebral Data

Structures can be thought of as a framework for expanding this design space by finding new

ideas for data structure designs by more richly thinking about properties of workloads. For

instance, when comparing the ways workloads are parameterized, Cerebral Data Structures have

new parameterizations of workloads that are not represented in the Data Calculator (such as the

entropy of individual bytes for hashing or more complex reasoning about the relationship between

domain size and query skew for filter structures). These new parameterizations lead to new designs
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which are state-of-the-art for their respective data structures and whose designs are not covered by

the Data Calculator. This presents a chance for feedback, wherein the new workload parameters

identified by Cerebral Data Structures and new data structures created by Cerebral Data Structures

are (eventually, and with significant e!ort) added back into the richer space of data structures

encapsulated by the Data Calculator.

;
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Chapter 7

Conclusion

In this dissertation, we proposed Cerebral Data Structures, a specific framework for advancing

data structure design through proper use of context to design data structures. To back up our pro-

posal, we showed several example data structures where creating formal parametric representations

of context lead to better data structure designs. In particular, we showed for the produced data

structures that this approach lead to both better performance and understandable performance,

with the approaches having concrete performance equations that depended on the (interpretable)

parameters of the workload. Additionally, we showed using this approach an expanded set of ways

in which we could use learning in data structures, showing that context-awareness does not need to

imply models inside a data structures. More specifically, we introduced three new Cerebral Data

Structures: Entropy-Learned Hashing, Stacked Filters, and Column Sketches.

Entropy-Learned Hashing showed that we can parameterize the inherent randomness of incoming

data in terms of its Rényi entropy, and then use this parameterization to make it so that we can

hash only parts of incoming keys. As a result, hashing went from an operation whose computational

costs depended on the size of the input key to one whose runtime is constant with respect to key size

(assuming input keys have enough entropy). This produced up to 4→ improvements in hashing-based

tasks on medium-sized keys such as URLs over state-of-the-art solutions from Google and Meta,

and up to 85→ improvements on very large keys.

Stacked Filters introduced a simpler workload parameterization when compared to Learned
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filters, and which enabled capitalizing on workload knowledge in filter structures without the use of

a classifier as part of the structure. When compared to traditional filters, Stacked Filters were able

to get a 100→ benefit in terms of the false positive rate at a given space constraint while keeping

computational expense similar. When compared to learned filters, this approach of removing the

classifier produced the same benefits in false positive rate vs. space tradeo!s but were up to 184→

cheaper to query and provides robust behavior under workload shifts.

Column Sketches showed how estimation of the cumulative distribution function for data values

combined with the creation of lossy auxiliary columns leads to e"cient and robust scan performance.

In particular, this approach created useful data representations such that each bit was useful for

predicate evaluation, and then combined this new representation with a physical reorganization

that guaranteed good scan performance. When compared to prior approaches, this had the benefit

of both being up to 3→ faster than the nearest competitor but also of producing good performance

regardless of data values, data ordering, or the predicate in question.

Together, this set of results provides proof that introducing a parametric representation of

workloads leads to fundamentally better performance on data structures of interest. The goal going

forward is then to expand this approach to the many more classes of data structures that exist, in

service of being able to create e"cient and context-specialized data structures for data systems.
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Appendix A

Appendix: Linear Probing Proofs

A.1 Overview and Results
As in the main document, we start our proof by going over full-key hashing, then analyze partial-

key hashing with a fixed dataset, and finally cover partial-key hashing with random data. Before
starting the proof, we briefly cover the results. When the multi-set S|L is fixed, the expectation is
an expectation over the randomness of the hash function H. When it is not fixed, the expectation
is taken over both the random multi-set S|L and the random hash function H.

For full-key hashing, given any set of n keys and a hash table with m slots, the expected number
of comparisons for querying a key not in the dataset and the average number of comparisons when
querying for an existing key are:

E[P ↓] ≃ 1
2

(
1 + 1

(1 ↔ ω)2
)

(A.1)

E[P ] ≃ 1
2

(
1 + 1

1 ↔ ω

)
(A.2)

Letting c =
∑

x
z2

x be the number of collisions in S|L and d =
∑

x:zx↔2 zx the number of duplicated
keys in S|L, the costs for partial-key hashing are

E[P ↓] ≃






1
2
(
1 + 1

(1↑ω)2 +
∑

x ↗=y

z
2
x

m(1↑ω)2
)

if zy = 0
zy

1↑ω
+ 1

(1↑ω)2 +
∑

x ↗=y

z
2
x

m(1↑ω)2 if zy > 0
(A.3)

E[P ] ≃ n ↔ d

2n
+ 1

2Q0(m, n) + c

m
Q0(m, n) + c + d

2n
Q0(m, d)

⇒ (1
2 + c

n
)(1 + 1

1 ↔ ω
) (A.4)

where here y is the queried for key in P ↓ and the approximation in (A.4) uses the assumption that
d is small compared to m. For random data from an i.i.d. source with Renyi entropy H2, these
translate to the following bounds:

E[P ↓] ≃ 1
2(1 + 1

(1 ↔ ω)2 ) + n2↑H2(L(X)) 3
2(1 ↔ ω)2
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E[P ] ≃ 1
2(1 + 1

1 ↔ ω
) + n2↑H2(L(X))(1 + 1

1 ↔ ω
)

Comparing Partial-Key Hashing with Full-Key Hashing. The above equations, when fully
analyzed, make a rather intuitive point: when there are only a few duplicates in KL so that it closely
approximates full-key hashing, the number of comparisons required by full-key and partial-key
hashing are close. The general form of each equation for partial key hashing is that it is the same as
full-key hashing plus a small penalty term. These penalty terms go to 0 as the keys in partial-key
hashing become more distinct.

For all equations, we note the equations above are relatively tight bounds as long as ω is not
close to 1. This is reasonable to assume as all hash tables keep ω < 0.9 in practice because of the
extremely bad behavior of linear probing tables as ω ∝ 1, wherein they degrade to linear scans. The
most common range for ω is between 0.25 and 0.85, with higher alpha leading to better memory
usage but slower query times.

A.2 Analysis of Full Key Linear Probing
To prove (A.3) and (A.4), we start by proving (A.1) and (A.2), first proven by Donald Knuth.

Our proof initially follows steps taken in The Art of Computer Programming[Knuth, 1998], however
we deviate from the proof given there because that approach does not generalize to partial-key
hashing. Additionally, we believe this proof is simpler to follow than the proof in [Knuth, 1998].
Counting Hash Sequences. For n distinct items, we have mn possible ways to assign them to
[m] = {0, . . . , m ↔ 1}, all of which are equally likely by our hashing assumptions. Of all possible
hash sequences, we first consider how many leave position 0 empty in the hash table.

Theorem A.2.1. The number of hash sequences such that n items are hashed into [1, m ↔ 1], and
no overflow occurs so that position 0 is empty is

{
(1 ↔ n

m
) · h(m, n) if 0 ≃ n ≃ m

0 otherwise
(A.5)

where h(m, n) is the number of ways to hash n objects into [0, m ↔ 1].

This is a slight reformulation of the way it is stated in [Knuth, 1998] so that it generalizes
to partial-key hashing. To prove the theorem, note that hash sequences which hash n items into
[1, m ↔ 1] and do not overflow into position 0 are precisely the same as those that leave position 0
empty when hashing into a hash table of size m and resolving collisions via linear probing. This
probability is 1 ↔ n

m
by the circular symmetry of linear probing. Thus, for full-key hashing there are

(1 ↔ n

m
)mn sequences which leave location 0 empty.

The next theorem gives the probability that a run of occupied slots begins at location 1 in the
table and stops at location k.

Theorem A.2.2. Let g(m, n, k) be the number of sequences when hashing into a hash table of size
m that leave position 0 empty, positions 1 to k ↔ 1 filled, and k empty. This is

g(m, n, k) =
(

n

k ↔ 1


1
k

m ↔ n ↔ 1
m ↔ k

h(k, k ↔ 1)h(m ↔ k, n ↔ k + 1) (A.6)
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This theorem simply builds o! of Theorem A.2.1 as there are
(

n

k↑1
)

ways to choose the k ↔ 1
elements in the run starting at 1, and then by Theorem A.2.1 there are 1

k
h(k, k↔1) and m↑n↑1

m↑k
h(m↔

k, n ↔ k ↔ 1) ways to create the two subsequences with locations 0, k empty for each choice of the
k ↔ 1 elements.
Analyzing Chain Length. We use the two theorems above to analyze a random variable T which
represents the length counting from the empty position which a new item is inserted into to the
final occupied position before the next empty position (going from left to right). The figure below
shows an example.

X

Hash location

T

First empty location

If we know the expected value for T for a new item to be inserted, we can get its average distance
from its hash location by the uniform randomness of hashing. Namely, for any chain of length T ,
each location in the chain is equally likely as an initial hash location, so E[P ↓|T ] = 1

T

∑
T

i=1 i = 1
2 + 1

2T .
It follows that

E[P ↓] = E[E[P ↓|T ]] = 1
2 + 1

2 E[T ]

To see how the two theorem above apply to our analysis of T , assume that the insertion
key hashes to location a. If the insertion key is hashed into a chain of length t, then for some
t ⇓ 1, 0 ≃ k ≃ t ↔ 1, we have a ↔ k empty, a ↔ k + 1, . . . , a + (t ↔ k ↔ 1) full, and a + (t ↔ k) empty.
We note by symmetry that the same number of sequences produce a chain of this nature as which
produce a chain such that 0 is empty, 1, . . . , t ↔ 1 is full, t is empty. Since we have t choices for k, it
then follows that there are t · g(m, n, t) hash sequences for which the insertion item is inserted into
a chain of length t.

The approach taken by Knuth is to analyze E[T ] =
∑

t↔1 t2g(m, n, t) directly by using Abel’s
Binomial Theorem, i.e.

(x + y)n =
∑

k

(
n

k



x(x ↔ kz)k↑1(y + kz)n↑k

While correct, this approach feels magical as the use of Abel’s Binomial is unintuitive (at least to
the authors). Additionally, it does not generalize to the case of partial-key hashing, and so we take
a di!erent approach.
Analyzing Chain Length By Connecting Chain Length and the Probability of Chain
Inclusion. Our approach to analyze E[T ] is to look at the probability that each item is in the same
probe chain as the inserted item. Namely, if we let x1, . . . , xn be the keys inserted into the hash
table, then we have that

E[T ] = 1 +
n∑

i=j

P (xj ↑ T )

Here we slightly abuse notation to have T both represent the length of the chain on the left and the
set of objects in the chain on the right. We now connect this probability that xj ↑ T , which is equal
for all j, to the expected chain length conditioned on a single new item x being part of the chain T .

154



More concretely, let Ti be the chain length of an inserted item if i of the n items in the hash
table have the same hash value as the item to be inserted. All other items are distributed uniformly
at random and independently of the hash value of the to be inserted item. The following theorem
holds.

Theorem A.2.3. If C represents a set of i values which are fixed to have the same hash location as
the newly inserted item, then for x /↑ C, we have

P (x ↑ Ti) = 1
m

E[Ti+1]

Proof. We first derive the formula for E[Ti]. Assume as before that the insertion key hashes to
location a. If the new item is hashed into a chain of length t, then for some t ⇓ 1, 0 ≃ k ≃ t ↔ 1, we
have a ↔ k empty, a ↔ k + 1, . . . , a + (t ↔ k ↔ 1) full, and a + (t ↔ k) empty. Again by symmetry, the
number of sequences that produce a chain of this nature is the same as the number of sequences
that produce a chain such that 0 is empty, 1, . . . , t ↔ 1 is full, t is empty, and the i items hash to
location k. Let this number be g(m, n, t, i, k). Then f(m, n, t, i) =

∑
k↔0 g(m, n, t, i, k) is the total

number of sequences such that the new item is hashed into a chain of length t.
The value for f(m, n, t, i) is calculable directly as this is identical to hashing t ↔ i ↔ 1 items of

multiplicity 1 and 1 value of multiplicity i into the first t slots keeping slot 0 empty, and hashing
n ↔ (t ↔ 1) items into the final m ↔ t slots. Using theorem A.2.1, there are 1

t
h(t, t ↔ i) ways to do

the first and m↑n↑1
m↑t

h(m ↔ t, n + 1 ↔ t) ways to do the second, and
(

n↑i

t↑i↑1
)

ways to which t ↔ i ↔ 1
elements from K \ C are the elements in the run starting at 1. It follows that

f(m, n, t, i) =
(

n ↔ i

t ↔ i ↔ 1


1
t

m ↔ n ↔ 1
m ↔ t

h(t, t ↔ i)h(m ↔ t, n ↔ t + 1)

The expected value of Ti is then m↑(n↑i) ∑
t↔1 t · f(m, n, t, i).

We now calculate the probability that x /↑ C is in Ti. To do so, we count the number of chains
which contain x, and then divide by the total number of possible hash sequences. Using the same
logic as before, for a key hashing to location a, the number of chains containing x is equivalent to
the number of chains such that 0 is empty, 1, . . . , t ↔ 1 is full and contains x, t is empty, and i items
hash to location k. For a chain of length t, this means we have

(
n↑i↑1
t↑i↑2

)
choices for the elements in

the run between 0 and t, and we have 1
t
h(t, t ↔ i) and m↑n↑1

m↑t
h(m ↔ t, n ↔ t + 1) ways to hash these

items to chain 1 and chain 2 respectively such that 0 and t are empty. Summing across all possible
chain lengths, the number of chains which contain x /↑ C is

=
∑

t

(
n ↔ i ↔ 1
t ↔ i ↔ 2


1
t

m ↔ n ↔ 1
m ↔ t

h(t, t ↔ i)h(m ↔ t, n ↔ t + 1)

=
∑

t

tf(m, n, t, i + 1)

where we use that h(t, t ↔ i ↔ 1) = t · h(t, t ↔ i). Dividing by the number of hash sequences,
mn↑i = mn↑(i+1)m gives that P (x ↑ Ti) = 1

m
E[Ti+1].
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Finishing the Proof. Using these relationship between E[Ti] and P (x ↑ Ti), we have

E[T ] = 1 +
n∑

i=1
P (xi ↑ T0)

= 1 + n

m
E[T1]

= 1 + n

m
(2 + n ↔ 1

m
E[T2]))

where here we use that E[Ti] = (i + 1) +
∑

x/→C
P (x ↑ Ti). If we continue expanding the values of

E[Ti], we get that

E[T ] = 1 + 2 n

m
+ 3 n2

m2 + · · · + (n + 1)n!
mn

= Q1(m, n)

where
Qr(m, n) =

∑

k↔0

(
k + r

k


nk

mk

It follows that
E[P ↓] = 1

2 + 1
2Q1(m, n)

recovering the value proven in [Knuth, 1998]. Noting that n
k

mk ≃ ωk and using that
∑

k↔0(k + 1)ωk =
d/dω(

∑
k↔0 ωk) = (1 ↔ ω)↑2 gives the desired bound E[P ↓] ≃ 1

2(1 + (1 ↔ ω)↑2)
Average Cost to Query an existing item. To go from E[P ↓], the cost for a newly inserted
key, to E[P ], the average cost to query a key in the table, we average over the cost to insert the
first n keys. Because the cost of an unsuccessful search in linear probing is the same as the cost to
insert a key, this is the same as averaging over unsuccessful searches over tables storing 1 through
n elements. So E[P ] = 1

n

∑
n

i↔0 E[P ↓
i
] where E[P ↓

i
] is the expected cost to insert a key if there are i

items in the table. Thus

E[P ] = 1
2 + 1

2n

n↑1∑

i=0
Q1(m, i)

= 1
2 + 1

2n

n↑1∑

i=0

∑

k↔0
(k + 1) ik

mk

= 1
2 + 1

2n

∑

k↔0

n↑1∑

i=0
(k + 1) ik

mk

Now we use the rules of "finite calculus", which says that if !f(x) = f(x + 1) ↔ f(x) = g(x),
then

∑
b

i=a
g(x) = f(b + 1) ↔ f(a). Here we have !xk = kxk↑1, so

∑
n↑1
x=0 kxk↑1 = nk. Plugging this
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in above, we have

E[P ] = 1
2 + 1

2n

∑

k↔0

nk+1

mk

= 1
2 + 1

2Q0(m, n ↔ 1)

Using the same bound of n
k

mk ≃ ωk, it follows that E[P ] ≃ 1
2(1 + 1

1↑ω
).

A.3 Analyzing Partial-Key Hashing
To reason about the costs for partial-key hashing, we need to show how insertion and probe costs

depend on S|L, the multi-set of keys. To clear up notation, we will refer to all multisets in theorems
as C, C ↓, or C ↓↓. For any multiset C = (K, z), we have that |C| = |K| is the number of distinct
partial-key elements and ||C|| =

∑
x→C

z(x) is the total number of elements in C. We additionally
extend our shorthand notation zx = z(x) to sets, i.e. zC =

∑
x→C

zx = ||C||. Additionally, we define
C2+ = x : zx ⇓ 2 to be the set of keys which are not unique in C.
Theorem 1,2 and 3 Restatements. Looking at theorem A.2.1, it’s proof holds for partial-key
hashing. Namely, if C is a multi-set with ||C|| = n ≃ m, and C is hashed into locations [1, m ↔ 1],
then the number of hash sequences such that 0 is empty is

(1 ↔ n

m
)h(m, C)

where h(m, C) is the number of ways to hash the objects into [0, m ↔ 1]. For a given multiset C, we
have h(m, C) = m|C|.

To generalize theorem A.2.2, we start by analyzing the form of equation (A.6) for g(m, n, k).
The equation consists of three parts: 1) ways to divide the set of n objects into one set with k ↔ 1
items and another with n ↔ k + 1 items, 2) ways to hash the k ↔ 1 and n ↔ k + 1 items into their
arrays of size k,m ↔ k, and 3) the scaling factors that say only 1

k
,m↑n↑1

m↑k
of those leave slots 0 and k

empty. It follows that when hashing a multi-set of items C, that

g(m, C, k) =
∑

C
↓⇓C

||C↓||=k↑1

1
k

m ↔ n ↔ 1
m ↔ k

h(k, C ↓)h(m ↔ k, C \ C ↓)

is the number of hash combinations that lead to a hash table with 0 empty, positions 1 to k ↔ 1
filled, and k empty.

Theorem A.2.3 also holds for multisets, but we need new notation to be clearer about what
items are included in the new chain. We define TC↓ to be the expected chain length of a new item if
all items in the multiset C ↓ ↓ C are guaranteed to have the same hash value as the newly inserted
item.

Theorem A.3.1. Let C be the multi-set of items being hashed into the hash table and let C ↓ be
a multi-set of items such that the items in C’ are fixed to have the same hash value as a newly
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inserted item for the hash table. Let x /↑ C ↓, and define C ↓↓ = C ↓ ′ {(x, zx)}. Then

P (x ↑ TC↓) = 1
m

E[TC↓↓ ]

Proof. We start by deriving the equation for E[TC↓↓ ]. Using the same reduction as in the proof
of Theorem A.2.3, the number of sequences for which the a new item is hashed into a chain of
length t, given that the items in C ↓↓ hash to the same location as the new item, is the same as the
number of chains with 0 empty, 1, . . . , t ↔ 1 full, t empty, and for which the items in C ↓↓ hash to
some location k between 0 and t ↔ 1. For a fixed chain C≃ ▽ (C \ C ↓↓) with ||C≃|| = t ↔ 1 ↔ ||C ↓↓||,
the number of ways to hash C≃ and C ↓↓ into 0, . . . , t ↔ 1 with the elements of C ↓↓ fixed to have
the same hash location is equivalent to the number of ways to hash a new multi-set consisting of
C≃ ′ (a, zC↓↓) for an arbitrary new element a. By theorem A.2.1 for multi-sets, it follows that the
number of hash combinations such that C≃ ′ C ↓↓ are between 0 and t ↔ 1 and location 0 is empty is
(1 ↔ t↑1

t
)
(
h(t, C≃) · t

)
. It follows that f(m, C, t, C ↓↓), the number of hash combinations that produce

a chain of length t, satisfies

f(m, C, t, C ↓↓) =
∑

C
↑⇔(C\C

↓↓)
||C↑||=t↑1↑||C↓↓||

m ↔ n ↔ 1
m ↔ t

h(t, C≃)h(m ↔ t, C \ (C≃ ′ C ↓↓))

There are m|C\C
↓↓| possible hash sequences and so it follows that

E[TC↓↓ ] = m↑|C\C
↓↓| ∑

t↔1
tf(m, C, t, C ↓↓)

We now derive the equation for P (x ↑ TC↓). The same logic again applies, with the exception
that now x has a degree of freedom in its hash location. So for a fixed chain C≃ ▽ (C \ C ↓↓) with
||C≃|| = t↔1↔ ||C ↓↓||, the number of ways to hash C≃, x, and C ↓ into 0, . . . , t↔1 with the elements of
C ↓ fixed to have the same hash location is equivalent to the number of ways to hash a new multi-set
consisting of C≃ ′ {(a, zC↓), (x, zx)} for an arbitrary new element a. Again by theorem A.2.1 for
multi-sets, this implies the number of hash cominbations where x, C ↓, and C≃ are hashed between 0
and t ↔ 1 with location 0 empty is (1 ↔ t↑1

t
)
(
h(t, C≃) · t2)

. It follows that

P (x ↑ TC↓) = m↑|C\C
↓| ∑

t↔1

∑

C
↑⇔(C\C

↓↓)
||C↑||=t↑1↑||C↓↓||

m ↔ n ↔ 1
m ↔ t

t · h(t, C≃)h(m ↔ k, S|L \ C≃)

= m↑1m↑|C\C
↓↓| ∑

t↔1
t · f(m, C, t, C ↓↓)

= 1
m

E[TC↓↓ ]

Bounds on E[TC↓ ]. Theorem A.3.1 again gives us a bridge between the probability of an item
being in the same chain as a new item and the expected chain length when that item is hashed
to the same location as a new item. We now use Theorem A.3.1 to prove the following bound by
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induction on the set of unallocated objects, i.e. C \ C ↓:

E[TC↓ ] ≃ zC↓Q0(m, n ↔ zC↓) + Q1(m, n ↔ zC↓) +
∑

x→(C\C↓)2+

z2
x

m
Q1(m, n ↔ zC↓)

Base case: Our base case is all sets such that C ↓ = C, i.e. all objects in C are guaranteed
to hash to the same location as the newly inserted item. The length of T is guaranteed to be
zC↓ + 1 ≃ zC↓Q0(m, 0) + Q1(m, 0).
Induction Steps: Assume our induction hypothesis holds for all sets C, C ↓ ▽ C with |C \ C ↓| ≃ k.
Assume now that are given sets C, C ↓ such that |C \ C ↓| = k + 1, and that we wish to calculate
E[TC↓ . As shorthand, let C↑ = C \ C ↓. Then

E[TC↓ ] ≃ (1 + zC↓) +
∑

x→C→

zxP (x ↑ TC↓)

= (1 + zC↓) + 1
m

∑

x→C→

zxE(TC↓⇐{(x,zx)})

≃ (1 + zC↓) + 1
m

∑

x→C→

zx


(zx + zC↓)Q0(m, n ↔ zC↓ ↔ zx) + Q1(m, n ↔ zc↓ ↔ zx)

+
∑

y→C→,y ↗=x

z2
y

m
Q1(m, n ↔ zC↓ ↔ zx)



≃ (1 + zC↓) + n ↔ zC↓

m
zC↓Q0(m, n ↔ zC↓ ↔ 1) +

∑

x→C→

z2
x + zx

m
Q0(m, n ↔ zC↓ ↔ 1)

+ n ↔ zC↓

m
Q1(m, n ↔ zC↓ ↔ 1) +

∑

x→C→

z2
x

m

n ↔ zC↓

m
Q1(m, n ↔ zC↓ ↔ 1)

= zC↓(1 + n ↔ zC↓

m
Q0(m, n ↔ zC↓ ↔ 1)) (A.7)

+ 1 + n ↔ zC↓

m
Q0(m, n ↔ zc ↔ 1) + n ↔ zC↓

m
Q1(m, n ↔ zC↓ ↔ 1) (A.8)

+
∑

x→C
→
2+

z2
x

m
(Q0(m, n ↔ zc ↔ 1) + n ↔ zC↓

m
Q1(m, n ↔ zC↓ ↔ 1)) (A.9)

Now, using the rules n

m
Q1(m, n ↔ 1) = Q1(n, m) ↔ Q0(n, m) and n

m
Q0(m, n ↔ 1) = Q0(m, n) ↔ 1

we can reduce equations (A.7),(A.8), and (A.9) respectively to zC↓Q0(m, n ↔ zC↓), Q1(m, n ↔ zC↓),
and

∑
x→(C\C↓)2+

z
2
x

m
Q1(m, n ↔ zC↓) respectively. This gives the required result on E[TC↓ ].

It follows for a query on a new item k such that L(k) = y, that it has a bound on its expected
chain length of

E[T ] ≃ zyQ0(m, n ↔ zy) + Q1(m, n ↔ zy) +
∑

x ↗=y→C

z2
x

m
Q1(m, n ↔ zy)

Connecting E[T ] to E[P ↓]. Depending on whether zy = 0, the connection between chain length
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and probe length changes. For items which match no other partial-keys in the dataset, we can use
the same uniformity assumptions as before to recover that E[P ↓] = 1

2 + 1
2 E[T ]. For items which

match at least one partial-key, this uniformity assumption does not hold, and indeed items with
larger cy values are more likely to be hashed towards the beginning of their chain. Thus, we use
that P ≃ T to say E[P ] ≃ E[T ], and note this is a loose bound when zy is small. The result, overall,
is equation A.3, restated here for convenience.

E[P ↓] ≃






1
2
(
1 + 1

(1↑ω)2 +
∑

x ↗=y

z
2
x

m(1↑ω)2
)

if zy = 0
zy

1↑ω
+ 1

(1↑ω)2 +
∑

x ↗=y

z
2
x

m(1↑ω)2 if zy > 0

Average query cost for an existing key. The average cost to query a key in linear probing is
una!ected by the order in which keys are inserted. Thus, we may assume any insertion order we
desire in order to ease the analysis of the average number of probes for existing keys.

Because our analysis in the prior section created looser bounds for zy > 0, namely in that there
was no uniformity assumption on where items were in a chain, we add all duplicate keys first and
then all non-duplicate keys after. Expanding this out, we have

E[P ] ≃ 1
n

 ∑

x→C2+

z2
x

2 Q0(m, d) +
d↑1∑

i=0


Q1(m, i) +

∑

x→C2+

z2
x

m
Q1(m, i)



+ 1
2n

 n↑1∑

i=d

(
1 + Q1(m, i) +

∑

x→C2+

z2
x

m
Q1(m, i)

)

≃ n ↔ d

2n
+ 1

2Q0(m, n ↔ 1) + c + d

2n
Q0(m, d ↔ 1) + c

2m
(Q0(m, n ↔ 1) + d

n
Q0(m, d ↔ 1))

⇒ 1
2(1 + 1

1 ↔ ω
) + c

n
+ c

m

1
1 ↔ ω

≃ (1
2 + c

n
)(1 + 1

1 ↔ ω
)

Here we use that ωd = d

m
⇒ 0 so that 1

1↑ωd
⇒ 1. Because we are interested in the case that duplicate

items are rare, this is a very good approximation.
Random Data. To go from fixed data to random data, we condition via Adam’s law. For querying
for a missing key, we first rewrite the expectation as

E[P ↓|y, S|L] ≃ 1
2 +

zy ↗=0
( zy

1 ↔ ω
↔ 1

2) + (1
2 + 1

2 zy ↗=0
) 1
(1 ↔ ω)2 + (1

2 + 1
2 zy ↗=0

)
∑

x

z2
x

m

1
(1 ↔ ω)2

≃ 1
2(1 ↔ 1

(1 ↔ ω)2 ) + zy ↗=0 zy

1 ↔ ω
+ zy ↗=0

(1 ↔ ω)2 +
∑

x

z2
x

m

1
(1 ↔ ω)2

Then using that E[ zy ↗=0] ≃ E[zy] = E[ zy ↗=0 zy], that E[zy] ≃ n2↑H2(L(X)) by the union bound, and
that E[

∑
x→SL

z2
x] = n22↑H2 , we have

E[P ↓] ≃ 1
2(1 + 1

(1 ↔ ω)2 ) + n2↑H2(L(X))

1 ↔ ω
+ n2↑H2L(X))

2(1 ↔ ω)2 +
∑

x

ωn2↑H2(L(X))

(1 ↔ ω)2
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≃ 1
2(1 + 1

(1 ↔ ω)2 ) + n2↑H2(L(X)) 3
2(1 ↔ ω)2

More straightforwardly,

E[P ] ≃ 1
2(1 + 1

1 ↔ ω
) + n2↑H2(L(X))(1 + 1

1 ↔ ω
)

This concludes the analysis of linear probing, proving the initial equations given in Chapter 3.
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Appendix B

Appendix: Stacked Filters

B.1 Proof of Size Concentration Bounds
Theorem B.1.1. Let s↓ be the size of a filter using Algorithm 3, and assume that a Stacked Filter
of TL layers false positive rate ωi for each layer i ↑ {1, . . . , TL}. Let ωmax = maxiωi ≃ 1

2 and
ωmin = mini ωi. Then

P(|s↓ ↔ E[s↓]| ⇓ kE[s↓]) ≃

1
|P | · 1

k2 · ( s(ωmin)(1 ↔ ωmin)
s(ωmax)(1 ↔ ωmax))2 ·

(1 + |Nf |
|P | )ωmax

(1 + |Nf |
|P | ωmin)2

Proof. The result is an application of Chebyshev’s inequality. Start by letting Xn,j

N
, j ↑ {1, . . . , |Nf |}

denote the event that item j of the set Nf made it to negative layer n in construction. Similarly,
Xn,j

P
denote the event positive item j made it to positive layer n. Since s↓, s are in bits per positive

element, we have

s↓ = 1
|P |

|P |∑

j=1

(TL+1)/2∑

i=1
s(ω2i↑1)Xi,j

P
+

|Nf |∑

j=1

(TL↑1)/2∑

i=1
s(ω2i)Xi,j

N

By using ωmax in the size equation and ωmin for the conditional chance of making it to the next

layer, we have E[s↓] ⇓ s(ωmax)
1+ |Nf |

|P | ωmin

1↑ωmin
.

For the variance part, we have that Xm,j

C1
̸̸ Xm

↓
,j

↓

C2
unless C1 = C2 and j = j↓ by our method of

construction. Thus

Var[s↓] ≃ (s(ωmin)2

|P | )
(

Var[

TL+1
2∑

i=1
Xi,1

P
] + |Nf |

|P | Var[

TL→1
2∑

i=1
Xi,1

N
]
)

To break down the summation, we use Eve’s law. Letting Fn

N
be the filtration containing all
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events up to negative layer n, we have

Var[
n∑

i=1
Xi,1

N
] = E[Var[

n∑

i=1
Xi,1

N
| Fn↑1

N
] + Var[E[

n∑

i=1
Xi,1

N
] | Fn↑1

N
]

≃ (1 ↔ ωmax)ωn

max + Var[
n↑2∑

i=1
Xi,1

N
+ (1 + ωmax)Xn↑1,1

N
]

From here, one can use Eve’s law recursively to expand the expression on the right until reaching
an expression only involving X0

N
. Evaluating this gives:

Var[
n∑

i=1
Xn

N ] ≃
n∑

j=1
(

j∑

i=0
ωi)2 · ωn↑j

max · (ωmax)(1 ↔ ωmax)

≃ ωmax

(1 ↔ ωmax)2

We note that this makes intuitive sense as it is less variance than a geometric series using success
parameter (1 ↔ ωmax). A similar result holds for Var[

∑
Xn,1

P
], and combining these two results

with the variance expression above, the expected value expression above, and using Chebyshev’s
inequality gives the desired result.

B.2 Derivation of Computational Costs

Construction. For both positives and frequently queried negatives, the construction algorithm is
best analyzed in pairs, wherein the same number of elements are inserted at one layer and queried
against the next. For positives, every element is inserted into L1 and checked against L2. The false
positives from L2 are then inserted into L3 and checked against L4, and so on. The total cost, in
terms of base filter operations, is |P |(ci + cq) + |P |ω2(ci + cq) + |P |ω2ω4(ci + cq) + . . . . In more
concise notation, this is

|P |(ci + cq)
(

TL→1
2 ↑1∑

i=0

i∏

j=0
ω2i

)
+ |P |ci

TL→1
2∏

j=0
ω2i

where the final term comes from the last layer insertions.
For negative layers, the analysis is similar, but the paired layers are instead 2 and 3, 4 and 5,

and so on, with frequently queried negatives having the first layer unpaired instead of the last. The
number of operations to insert negatives is

|Nf |cq + |Nf |(ci + cq)

TL→1
2∑

i=0

i∏

j=1
ω2j↑1

The total construction cost is the sum of the operations for positive and frequently queried negative
elements.

In the case that the ω values are all equal, the total cost can be bounded using geometric series
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by
|P |(ci + cq) 1

1 ↔ ω
+ |N |cq + |N |(ci + cq) ω

1 ↔ ω

In this case, comparing against the cost for a single base filter of ci · |P |, the overhead is seen to be
the cost of querying a base filter for both every positive and frequently queried negative element
once, plus a small overhead from stacking.
Query Costs. The analysis of querying a Stacked Filter for a positive or frequently queried negative
is almost exactly the same as the analysis for constructing a Stacked Filter, except that inserts are
replaced with queries. For instance, when querying a positive, it queries L1 and L2 with certainty,
L3 and L4 with probability ω2, L3 and L4 with probability ω2ω4 and so on. The resulting equations
for positive and frequently queried negative elements are

c↓
q,P = 2cq(

∑ TL→3
2

i=0

∏i

j=0 ω2i) + cq

∏ TL→1
2

j=0 ω2i

c↓
q,Nf

= cq + 2cq

∑ TL→1
2

i=0

∏i

j=1 ω2j↑1

For an infrequently queried negative element, it can be rejected by both positive and negative
layers. Thus, the probability of it reaching layer i is the product of the false positive rates for layers
1, . . . , i ↔ 1

c↓
q,Ni

= cq(
TL∑

i=0

i∏

j=0
ωi)

Letting the FPRs at each layer be equal and using geometric series bounds, we have:

c↓
q,P ≃ 2

1 ↔ ω
cq, cq,Nf ≃ 1 + ω

1 ↔ ω
cq, c↓

q,Ni
≃ 1

1 ↔ ω
cq

B.3 Proofs
B.3.1 Proof of Quasiconvexity

Theorem B.3.1. The size function s(ω) = ↑ log2(ω)
f

⇑ ( 1
1↑ω

+ |Nf |
|P |

ω

1↑ω
) is quasiconvex on (0,1) for

f > 0.

Proof. For functions of a single variable, a su"cient condition for quasiconvexity is that s↓ starts
negative, has at most one root, and is then positive after (in the case a root exists). We use this to
prove the quasiconvexity of s. For notational convenience, we will replace |Nf |

|P | with N , and note
N > 0.

We have
s↓(ω) = Nω2 + (1 ↔ N)ω ↔ (N + 1)ω ln ω ↔ 1

((1 ↔ ω)2ω ln 2)

Let f be the numerator of s↓, i.e. Nω2 + (1 ↔ N)ω ↔ (N + 1)ω ln ω ↔ 1), and note the denominator
is positive for ω ↑ (0, 1). It follows that sign(s↓) = sign(f), and therefore it is enough to show f
starts negative and either has no roots, or has one root and is positive for all values after its root.
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First, as ω ∝ 0, f(ω) ∝ ↔1, so f starts negative. Second, we note the functional forms of f ↓, f ↓↓:

f ↓(ω) = 2N(ω ↔ 1) ↔ (N + 1) ln ω

f ↓↓(ω) = 2N ↔ N + 1
ω

By inspection, f ↓↓(ω) has one root in R, and so by Rolle’s Theorem, f ↓(ω) has at most two roots in R.
f ↓(1) = 0, so it has at most one other root. Since limω↖0 f ↓(ω) = ⇔, then if the other root is after 1,
f is monotonically increasing on (0, 1) and we are done. Otherwise, f ↓ has a single root ω1 ↑ (0, 1).
It follows that f cannot have a root in [ω1, 1) since f(1) = 0 and f(ω2) = 0 for ω2 ↑ [ω1, 1) would
imply the existence of another root for f ↓.

Since f ↓(ω) > 0 : ↗ω ↑ (0, ω1), it follows that if f has a root in ω≃ ↑ (0, ω1), then f(ω) > 0 :
↗ω ↑ (ω≃, 1). This is what we set out to show and so s is quasiconvex.

Theorem B.3.2. The function s(ω) = ↑ log2(ω)+c

f
⇑ ( 1

1↑ω
+ |Nf |

|P |
ω

1↑ω
) is quasiconvex on (0,1) when

c ⇓ 0, f > 0.

Proof. As before let N = |Nk|
|P | . Take the derivative of s, note the denominator is positive, and form

fc from the numerator of s↓, which in this case is Nω2 +(1↔N)ω↔ (N +1)ω ln ω↔1+(N +1)cω ln 2.
As in the proof of Theorem B.3.1, sign(fc) = sign(s↓). Additionally, note that fc is equal to f from
the previous problem plus an additional positive term: (N + 1)cω ln 2.

In the case that f is an increasing function on (0, 1), then so is fc and we are done. Otherwise,
let f ↓ have a root ω1. Then on (0, ω1) both f and fc are increasing functions and so have at most
one root. On (ω1, 1), f > 0 and so fc > 0; thus both have 0 roots in (ω1, 1). Finally, we note that
limω↖0fc(ω) = ↔1 and fc(1) = (N + 1) ⇑ c ⇑ ln 2 > 0. Thus fc starts negative, has exactly one root,
and is then positive. The same is therefore true of s↓ and so s(ω) is quasiconvex.

B.3.2 Sweep over N Proof
Theorem. Given an oracle returning the optimal EFPR for a given set Nf satisfying all constraints,
finding the optimal EFPR across all values of |Nf | to within ϑ requires O(1

ϑ
) calls to the oracle.

Proof. For i ↑ {1, 2}, let Ni be the set of ni most heavily queried elements, let ϱi = P (x ↑ Ni|x ↑ N),
let EFPR≃

i
be the best EFPR using Ni satisfying all constraints, and let Pi(x) be shorthand for

the chance x is a false positive using the Stacked Filter giving EFPR≃
i
. Then

EFPR≃
2 = ϱ2P2(x|x ↑ Nf ) + (1 ↔ ϱ2)P2(x|x ↑ Nu)

= ϱ1P2(x|x ↑ Nf ) + (1 ↔ ϱ1)P2(x|x ↑ Nu)
+ (ϱ2 ↔ ϱ1)(P2(x|x ↑ Nf ) ↔ P2(x|x ↑ Nu))

⇓ EFPR≃
1 ↔ (ϱ2 ↔ ϱ1)P2(x|x ↑ Nu)

⇓ EFPR≃
1 ↔ (ϱ2 ↔ ϱ1)

As a result, we can start at |Nf | = 0 elements and scan the most frequently queried elements in
order. When more than ϑ di!erence exists in the ϱ values between the last call to the oracle and
the current Nf , then we call the oracle again. By the above statements, this produces an EFPR
within an ϑ amount of the best EFPR possible across all possible sets for Nf .
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Both Algorithm 7 and the algorithm for optimizing continuous FPR Stacked Filters use less
optimization subroutines than the proof above, although the number is still O(1

ϑ
). The change

comes modifying the final line of the proof, using the fact that if EFPR≃
2 ≃ ω, where ω is the FPR

of a 1-layer Stacked Filter, then P2(x|x ↑ Nu) ≃ ω

1↑ϖ2
.

B.3.3 Proof of Theorem 4.7.1
We restate Theorem 4.7.1 here for convenience:

Theorem. Assume the equation for the size of a base filter in bits per positive element is of the form
s(ωi) = ↑ log2(ωi)+c

f
. Let the positive set have size |P |, let the distribution of our negative queries be

D, and let ω be a desired EFPR. If there exists any set Nf , ϱ = PD(x ↑ Nf |x ↑ N), and k ≃ ϱ
such that

|Nf |
|P | ≃

ln 1
1↑k

ln 1↑k

ω
+ c

· 1 ↔ k ↔ ω

ω
↔ 1

then a Stacked Filter (optimized using Section 4.5 and given access to any Nf satisfying the
constraint) achieves the EFPR ω using fewer bits than a query-agnostic filter.

Proof. We limit ourselves to Stacked Filters which have an equal FPR ωL at each layer. In this
case, we have that the EFPR of the filter is

ϱωTL↑1/2
L

+ (1 ↔ ϱ)[(1 ↔ ωL) ⇑ (ωL + ω3
L + ... + ωTL↑2) + ωTL ]

For some N , TL ⇓ N implies this is less than (1 ↔ ϱ)ωL. Thus, a Stacked Filter of length N and
ωL ≃ ω

1↑ϖ
has an EFPR less than ω.

Our goal is then to show that there exists a Stacked Filter with ωL ≃ ω

1↑ϖ
which has size less

than ↑ ln(ω)+c

f
. From Section 4, we have that the size of a Stacked Filter is bounded above by

s(ωL)
 1

1 ↔ ωL

+ |Nf |
|P |

ωL

1 ↔ ωL



Plugging in our equations for the size of a base filter, a Stacked Filter is better than a traditional
filter if 0 ≃ ωL ≃ ω

1↑ϖ
and

↔ ln ωL + c

f ln 2

 1
1 ↔ ωL

+ |Nf |
|P |

ωL

1 ↔ ωL


≃ ↔ ln ω + c

f ln 2 (B.1)

We now let ωL = ω

1↑k
, and our EFPR equation gives the restraint 0 ≃ k ≃ ϱ. We further break

apart our equation for size into two parts: our goal will be to show that 1
1↑ωL

+ |Nf |
|P |

ωL
1↑ωL

≃ 1 + b,
and that (1 + b)↑ ln ωL+c

f ln 2 ≃ ↑ ln ω+c

f ln 2 . If both equations are satisfied, then (B.1) is satisfied as well.
Part 1: (1 + b)↑ ln ωL+c

f ln 2 ≃ ↑ ln ω+c

f ln 2 : Plugging in ωL = ω

1↑k
and solving this inequaliity gives:

b ≃ ↑ ln 1↑k

↑ ln ω
1→k +c

.

Part 2: 1
1↑ωL

+ |Nf |
|P |

ωL
1↑ωL

≃ 1 + b: Rearranging, we get |Nf |
|P | ≃ b

ωL
↔ 1 ↔ b. We now set b = ln 1↑k

ln ω
1→k

,
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Algorithm 7 Optimization of fingerprint-based filters
Input: ϱdist: a function translating |Nf | into a ϱ value
Input: s: a size constraint in bits/element
Input: ϑ: a slack from optimum

1: FPR_1L = FPR_SINGLE_LAYER(size)
2: bestFPR, bestSetup = FPR_1_Layer, {ω1L}

// remove constant load factor f .
// Size eq. becomes s(ω) = ↔ log2(ω) + c

3: s↑ = s

f

4: lastPsi = 0
5: for |Nf | = ∋ |P |

1000
△ to |Nsamp| do

6: newPsi = ϱdist(Nf )
7: if newPsi ↔ lastPsi · min(1, F P R_1L

1→newP si
) ⇓ ω

2
then

8: FPR, setup = optNFixed(s’, newPsi, |Nf |
|P | , ω

2
)

9: lastPsi = newPsi
10: if FPR < bestFPR then
11: bestFPR, bestSetup = FPR, setup
12: return bestFPR, bestSetup

satisfying the inequality above, and plug in ω

1↑k
for ωL. The resulting equation is

|Nf |
|P | ≃

ln 1
1↑k

ln 1↑k

ω
+ c

· 1 ↔ k ↔ ω

ω
↔ 1

as desired, with the constraint that 0 ≃ k ≃ ϱ.
To see that the constructed Stacked Filter achieves this goal, note that as ϑ ∝ 0, the optimization

schemes of Section 5 approach the optimal filter using an equal FPR at all layers.

B.4 Optimizing Integer length Fingerprint Filters
The optimization algorithms for integer length fingerprint Stacked Filters work similarly to

continuous FPR filters. One routine loops through possible values of |Nf |, always choosing greedily
the most heavily queried elements, and calls another routine to optimize a Stacked Filter for a
given Nf and ϱ. The first routine does so in a way so as to make sure that the skipped values can
produce no more than an ϑ better solution, as proven in Theorem 4.5.1.

B.4.1 Breadth First Search on Stacked Filters
Algorithms 8 and 9 deal with the optimization of an integer fingerprint filter given Nf and ϱ.

The description of the algorithm is split between the pseudocode given and various steps described
in the text here. For integer-length fingerprint filters, the optimization algorithm uses breadth first
search on the discrete options available, and its goal is to find a solution within ϑ of the best solution
possible. The breadth first search starts with an empty stack, and at each step expands upon the
current stack. It does so both by 1) finishing the current stack with a positive layer of maximum
size (lines 6-9 of Algorithm 8), which puts no new options onto the BFS queue and 2) looping over
the possible fingerprint lengths for 1 positive and 1 negative layer (lines 11-13 of Algorithm 8), and
adding each of these deeper stacks onto the BFS queue.
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Algorithm 8 optNFixed

Input: ϱ, s, |Nf |
|P | , ϑ

// construction values below correspond to order they appear in Algorithm 9
1: startObject = OptObj(s,ϱ, |Nf |

|P | , 1.0, 0.0)
2: queue = {startObject}
3: bestFPR, bestSetup = FPR_1_Layer, {ω1L}

// begin breadth first search
4: while !queue.empty() do
5: curObj = queue.pop()

// calculate FPR with this as final layer and check if best
6: addedFPR = 2c→↓curObj.s↔ → curObj.prop
7: if curObj.FPR + addedFPR < bestFPR then
8: bestFPR = curObj.FPR + addedFPR
9: bestSetup = curObj.fingerprints +{7curObj.s∀}

// check if prop. → FPR final layer less than ϑ
// since best FPR is ⇓ 0, implies best expansion within ϑ

10: if addedFPR < ϑ then continue
// perform breadth first search. See text for bounds

11: for i = f1_min; i ≃ 7curObj.s∀; i++ do
12: for j=c+1; j < f2_max; j++ do
13: queue.push(createNewOptObj(f1,f2,curObj))
14: return bestFPR, bestSetup

A Brute Force Approach. As there are a discrete number of options for fingerprints at each
layer (given our bounds on s), the BFS will build all possible 1 layer stacks, then all possible 3 layer
stacks, then all possible 5 layer stacks, etc. Taking the best FPR solution of each of these would
result in the exact optimal solution of the best Stacked Filter with 1 layers, 3 layers, 5 layers, etc.
However, the number of possible Stacked Filters grows exponentially with the number of layers and
so this is infeasibly slow even for just 7 or 9 layers. Additionally there isn’t any guarantee about
how close the found solution is to the optimal.
From Brute Force to ϑ-approximation. A more e"cient solution is close each search path (i.e.
a partially built stack) by building a final positive layer in a way that preserves the performance of
BFS. In particular, we do so when using a final positive layer produces a solution within ϑ EFPR of
the best possible Stacked Filter starting with the same initial layers as the current partially built
stack. Then, by aggregating the best seen result across all search paths, the overall algorithm finds
a Stacked Filter within ϑ EFPR of the optimal.
Stopping Condition. A search path is stopped when the proportion of negative queries which
reach the end of the partial stack multiplied by the FPR of a single layer built using all available
space budget is less than epsilon. As an example, assume we have a four layer stack each with FPR
0.01, that the initial ϱ = 0.5, that ϑ = 10↑5, and that using all space left for the filter on a single
positive layer gives a final layer with FPR 0.01. The proportion of queries which will reach the
newly built 5th layer is 0.5 ⇑ 0.012 + 0.5 · 0.014 ⇒ 5 · 10↑4, where the first term is the proportion of
queries from Nf and the second is the proportion from Ni. The best hypothetical Stacked Filter
rejects all these queries, resulting in no false positives from layer 5 onwards; a single layer stack
would have an approximate EFPR of 10↑2 · 5 · 10↑4 = 5 · 10↑6 from layer 5 onwards, which is less
than ϑ di!erent from rejecting all queries. Thus it is suitably close to the best possible Stacked
Filter starting with four layers of FPR = 0.01, and so we choose the one layer stack and terminate
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Algorithm 9 createNewOptObj

Input: f1, f2: fingerprint sizes of new positive and negative layer
Input: optObj: prior optimization object

1: ω1, ω2 = 2c→f1 , 2c→f2

2: newOpt.s = (optObj.s - f1 - objObj. |Nf |
|P | → ω1 → f2)/ω2;

3: newOpt.ϱ = optObj.ε

optObj.ε+(1→optObj.ε)↗ϑ2

4: newOpt. |Nf |
|P | = optObj. |Nf |

|P | → ϑ1
ϑ2

// prop is the proportion of negative queries which reach the end of the stack
5: newOpt.prop = optObj.prop →ω1 → (obtObj.ϱ + (1 ↔ optObj.ϱ) → ω2)
6: newOpt.FPR = optObj.FPR + (1 ↔ optObj.ϱ → ω1 → (1 ↔ ω2))
7: newOpt.fingerprints = optObj.fingerprints +{f1, f2}
8: return newOpt

the search path. The stopping condition is lines 6-9 of Algorithm 8.
Expanding the Search. To perform the BFS, we need to figure out which limited paths need to
be searched to produce an optimal solution. One obvious constraint is that all search paths should
be feasible; i.e. we should only choose fingerprint lengths for each layer that do not go over the
allowed filter size. A second obvious constraint is that layers should have FPR less than 1, which
gives that the maximum FPR a filter has will be 1

2 .
A third set of constraints comes from the following bounds, which is derived from the fact that

the derivative of size with respect to ω1 should never be positive (as higher ω1 values always lead to
worse EFPR, it makes no sense to use ω1 values which have worse EFPR and size). The second
equation is just a rewritten version of the first.

ω1 <
|P |
|Nf | · 1

ln 2 · 1
↔ log2 ω2 + c

ω2 > 2↑ |P |
|Nf |

1
ln 2

1
ω1

+c

The bounds on ω1 and ω2 then become the following bounds for fingerprint sizes, where f1, f2 are
the integer-valued fingerprint sizes for elements in L1 and L2:

f1 > 7↔ log2
|P |
|Nf |

1
1 + c

1
ln 2∀ (B.2)

f2 < ∋ |P |
|N |

1
ln 22f1↑c△ (B.3)

In the first equation we plugged in ω2 ≃ 1
2 since we choose ω1 before ω2 in Algorithm 8. The ceiling

and floor functions comes from the fact that the problem is discrete.
Recursive Nature of BFS. One of the key insights of the BFS algorithm is that optimizing
a Stacked Filter starting at level 3 (i.e. the first two levels are decided already) is equivalent to
optimizing a Stacked Filter at level 1. In particular, because the problem of designing an optimal
stack from layer 3 onwards is identical to designing a stack from layer 1, the bounds above on f1
and f2 apply each time we look into building 2 new layers, (using an updated value of |Nf |

|P | which
represents the expected sizes of |Nf | and |P | reaching this layer).

Algorithm 9 updates all the parameters for the next layer. That is, it tracks parameters ϱ, s, and
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|Nf |
|P | after going through 2 layers, where these values represent their values conditioned on making it

to the current layer. For instance, the new ϱ value represents what proportion of queries reaching
the current layer are from Nf vs. from Ni. The parameter ’prop’ tells what portion of negative
queries make it to this layer, and the FPR and fingerprints parameters keep track of the already
accrued false positives from negative layers and the chosen fingerprint sizes so far.

B.5 3-Layer Optimization of Adaptive Stacked Filters
This section details the process of optimizing a 3-layer ASF. As input the optimization has a

number of queries the filter is expected to last, denoted by FT T L as well as a size budget s. We start
by searching over a range of values for No, with the search performed logarithmically over values
between 1000 and FT T L, i.e. each value of No checked is 1.4 times as big as the previous value.

The value of No determines the expected values of ϱ and |Nf |, which are:

E[ϱ] =
∑

x→Nsamp

f(x)(1 ↔ (1 ↔ f(x))|No|)

E[Nf ] = (ς · |No|) +
∑

x→Nsamp

(1 ↔ (1 ↔ f(x))|No|)

Recall that ς is the estimate of what portion of queries fall on values outside our histogram. The
equations pessimistically assume in the second equation that all elements of Nf which were not
present in the histogram sample will never again be queried, i.e. they are one-o! queries. If the
universe of elements is not extremely large or if the query pattern of the elements not present in the
histogram is skewed, then the true E(ϱ) may be higher, and the true E(Nf ) may be smaller.

If the size of Nsamp is large, then calculating exactly E[ϱ] and E[Nf ] can be expensive. Thus,
when dataset sizes are larger than 1 million elements, we sample uniformly with replacement 100,000
values of Nsamp and estimate E[ϱ] and E[Nf ] by:

E[ϱ] = (1 ↔ ς) ↔ |Nsamp|
100, 000

100,000∑

i=1
f(xi) · (1 ↔ f(xi)|No|

E[|Nf |] = (ς · No) + |Nsamp|
100, 000

( 100,000∑

i=1
1 ↔ (1 ↔ f(xi))No

)

In the above estimations, we make use of the fact that
∑

x→Nsamp
f(x) = ς, and hence we only

estimate the ↔f(x) · (1 ↔ f(x))No term. This considerably reduces the variance of the estimate.
The optimization goal is to optimize the weighted sum of the EFPR using only L1 for the first

No queries and the EFPR of the ASF using all 3 layers on the rest of the queries. To do this, we
use discrete search on the FPRs of each layers for both continuous FPR filters and integer-length
fingerprint filters. For integer-length fingerprint filters we check all fingerprint sizes on each layer
which are between [c + 1 and c + 16] so that the FPRs are between 1

2 and 2↑16, and return the best
configuration satisfying the size constraint. For the continuous FPR filters, we similarly use size
bounds which provide FPRs of 1

2 and 2↑16 on each layer, and then perform grid search where we
check sizes that are 0.1 bits per element apart. As before, we return the best configuration that
satisfies the size constraint.

Figures B.1 and B.2 display the optimization times and FPRs for ASFs on the synethetic integer
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Figure B.1: full sample Figure B.2: w/ subsampling

dataset with and without sampling. The dataset has 1 million positive values, 100 million negative
values, and a zipf of 1. The number of negative values in Nsamp is the dependent variable. In general,
for small datasets the times are comparable and execute in sub-second time. As the dataset size
grows, the sampling based approach becomes significantly faster while maintaining similar accuracy.
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Appendix C

Appendix: Column Sketches

C.1 Multi-Column Sketches

Overview. Multi-Column Sketches take as input one or more columns for which the resulting
Column Sketch will be non-order preserving, and (optionally) a single column for which order is
preserved. We expect Multi-Column Sketches to be of use in combining categorical variables that are
queried frequently together, with perhaps a single numerical attribute. Like single column Column
Sketches, we expect Multi-Column Sketches to work when the domain of the Column Sketch is
larger than 256; however, the size of the domain is measured in terms of the possible joint values of
the column, and so Multi-Column Sketches are useful in combining various categorical attributes
which individually require less than 9 bits. Because a single encoding cannot support order on
multiple attributes, we do not expect Multi-Column Sketches to be of use for multiple numerical
attributes which are queried frequently together.
Building Multi-Column Sketches. Multi-Column Sketches are constructed via sampling much
like a regular Column Sketch, with the sample being sorted if order is necessary. For the purposes
of frequent values and unique codes, values are considered frequent only if the joint tuple of values
from each column is above the threshold 1

b
. For example, a Multi-Column Sketch on (Job, City)

would consider the joint value (“Software Engineer”, “San Francisco”) for frequent item status but
not “Software Engineer” or “San Francisco” individually.
Modeling Multi-Column Sketches. The derivation of the model for Multi-Column Sketches is
similar to the analysis for single column Column Sketches. Let b1, b2, . . . , bm be the base columns
with base value element sizes of Bb1 , . . . , Bbm . If the columns are stored in columnar fashion, with
each column in a separate memory region, then the bytes touched per value is:

Ccol = Bs +
m∑

i=1
Bbi [1 ↔ (1 ↔ 1

2Bs
)

Mg
Bbi ]

For data which is stored in a column group, let BG =
∑

m

i=1 Bbi be the data size of a column
group value. This value is strictly larger than the size of each individual attribute’s data value, and
so any given memory region of size Mg contains fewer tuples. In particular, for a region size Mg, we
have ∋Mg

BG
△ tuples per region. It follows that the bytes touched per value is

Ccg = Bs + BG[1 ↔ (1 ↔ 1
2Bs

)
Mg
BG ]
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Figure C.1: Column Sketches retain an edge over the state-of-the-art across di!erent data layouts.

Since Mg

BG
< Mg

Bbi
for all i, then Ccg < Ccol and so a Multi-Column sketch over a column group strictly

dominates the performance of a Multi-Column group over columns which are stored separately.
Experimental Setup. In all experiments for Multi-Column Column Sketches the column group
being sketched consists of three columns of 8 bit dictionary encoded values. The values in each
column are generated independently of one another, and each column is generated using one of two
distributions. In the first, the values in each column are generated using the uniform distribution.
In the second, the values in each column are generated using the zipfian distribution with z = 1.0.

We compare the performance on equality predicates of the Multi-Column Sketch to BitWeaving
and an optimized scan. For the optimized scan and the Multi-Column Sketch, the base data in the
three columns is stored in either columnar format or group of columns format. For BitWeaving, the
data is always stored bit-sliced.
Experimental Results. Figure C.1a shows the performance of the Column Sketch, BitWeaving,
and the optimized scan over uniformly distributed data and over columnar base data. The optimized
scan is bandwidth bound and gets a performance of 0.156 cycles per code. The BitWeaving scan is
similar to a BitWeaving scan over a single column with 24 bits, and so the performance is 0.091
cycles/code, matching Section 5.7. The Multi-Column Sketch scan sees some overhead compared to
the equality predicates conducted in Section 5.7.3. This is expected; the small value sizes mean
there are more values per cacheline, and so a greater chance of some code in any cacheline matching
the query endpoint. Then, for each matching code, we need to go check each value in the base data.
Still, the Multi-Column Sketch is faster than BitWeaving by 20% and faster than the optimized
scan by 2→.

When the base data is changed to being in column group format, the number of values per
cacheline of base data decreases and so more data is skipped. The result is that the performance of
the Multi-Column Sketch rises by 25%, as seen in Figure C.1b, bringing its speedup over BitWeaving
to 50% and over the optimized scan to 2.8→. Finally, Figure C.1c shows the same robustness to
data distribution holds over Multi-Column Sketches, with the Multi-Column Sketch having the
same performance over the zipfian dataset.

C.2 Persistent Storage Systems
We can use the modeling of Section 5.5 to model how a Column Sketch would perform over

systems aimed at persistent storage. Compared to in-memory systems, the main change is the large
increase in the granularity of data access from Mg = 64 to Mg = 4K.

We start with the derived model for performance for a single endpoint query from Section 5.5:
Cost = Bs + Bb[1 ↔ (1 ↔ 1

28Bs )
Mg
Bb ] Previously, for Mg = 64 we had that with Bs = 1, Bb = 4, the

amount of bytes touched was 1.24. With those parameters, the value of 1 ↔ (1 ↔ 1
28Bs )

Mg
Bb is 0.12. By
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moving to disk based page sizes, this value is 0.98, and thus we have almost no chance of skipping
data pages. However, if we move to two byte column sketches, our chance of skipping base data
accesses becomes quite high. With Bs = 2, Bb = 4, we have the probability of accessing any data
page becomes only 0.02, and our expected number of bytes touched per value is 2.08. For columns
with element size Bb = 8, this chance of accessing any disk page is 0.992 and our number of bytes
touches per value is 2.06.

Because the Column Sketch needs to be two bytes to be of use, we expect Column Sketches
aimed at numerical attributes to improve select operator performance for stable storage based
systems, regardless of whether the base column is in stable storage or in memory. In contrast, we
do not expect Column Sketches aimed at a single categorical attribute to be of use to disk-based
systems unless both the Column Sketch and base data column are in memory. This is because
categorical attributes tend to be below or around 16 bits in length.

C.3 Performance Model: Accounting for Unique Codes
In Section 5.5, we explained that uniquely encoding all values which appear with frequency

greater than 1
2Bb

improved the expected select performance over both uniquely encoded and non-
uniquely encoded endpoints. Here, we go into more detail about how uniquely encoding values
a!ects Column Sketch performance.

The performance model for unique codes is trivial and says that we simply touch Bs bytes. For
non-unique codes, the logic is similar to Section 5.5. The main di!erence is that we need to update
the chance that a value takes on any given non-unique endpoint. Under the assumption that there
are no unique codes, the chance any value takes on the given non-unique endpoint code is 1/28Bs .
To account for unique codes, we introduce the variables n and fn, with n the number of non-unique
codes, and fn the portion of values which are encoded by non-unique codes. For n, fn we have
0 ≃ fn ≃ 1 and 1 ≃ n ≃ 28Bs .

If we assume that each non-unique code contains roughly the amount of values as its expectation,
then the chance that any given value takes on a given non-unique endpoint is simply fn

n
. The chance

we skip any given cacheline is then 1 ↔ (1 ↔ fn
n

)
Mg
Bb , and that the number of bytes touched per value

is
Bs + Bb[1 ↔ (1 ↔ fn

n
)

Mg
Bb ]

C.4 Frequently Queried Values
To model the cost of frequently queried values, we continue from the work presented in Appendix

C.3. The eventual optimization problem is provably NP-hard, and so we provide solutions to this
problem based on heuristics.

Let U be thet set of unique codes, and C be the total number of codes we want to assign. For
each code c ↑ C, we have the cost of querying c as

{
Bs if c ↑ U

Bs + Bb[1 ↔ (1 ↔ fc)
Mg
Bb ] if c /↑ U

To optimize the cost of a given workload over a dataset, we start by incorporating into our model
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the variable qc, with qc representing the portion of queries that query on code c. Our total workload
cost is then: ∑

c→U

qcBs +
∑

c/→U

qc


Bs + Bb[1 ↔ (1 ↔ fc)

Mg
Bb ]



Assuming our goal is to minimize this value over all assignments of our codes, then we can simplify
this equation to:

∑

c/→U

qc


1 ↔ (1 ↔ fc)

Mg
Bb



We now provide initial steps toward optimizing this assignment, with further optimization part
of future work. Before delving into detail, we note the following: first, an analytical solution to this
process depends on a product of terms including estimates of qv and fv, the proportion of all queries
and data values that are on some value v. To properly estimate these terms to su"cient accuracy
such that their product is accurate, significantly more samples will be needed than in Section 5.3.
Second, if we let Mg

Bb
= 1, then we have as a subproblem the optimization form of the partitioning

problem, which is known to be NP-hard.
Unordered Column Sketches. In unordered Column Sketches, we have no dependencies between
values and their given codes. Thus, we start by taking the codes which cost the most according to
our cost model and making them unique. To do so, sort the values on qv(1 ↔ (1 ↔ fv)

Mg
Bb ), which we

will denote as expression g(v). An optimal solution to the problem will assign unique codes to some
m values which have the largest result on g. Let qN = 1 ↔

∑
c→U

qc and fN = 1 ↔
∑

c→U
fc. Then, to

estimate the number m which is optimal, we assign values to the set of unique codes U as long as
the expression

qN (1 ↔ (1 ↔ fN

C ↔ |U |)
Mg
Bb )

decreases. After, we continue along the list of values sorted on g(v) and greedily assign the remaining
values to the non-unique code which has the lowest value of

qc


1 ↔ (1 ↔ fc)

Mg
Bb



Ordered Column Sketches. In the case that we have a number of consecutive codes that are
non-unique, the optimal solution tries to place partition points into the sorted list of values such
that

g(c) = qc


1 ↔ (1 ↔ fc)

Mg
Bb



is relatively equal for all codes. Given a sorted list of n values with qi, fi values for each, this can
be done in order of the values by deciding which partitions shift their endpoints over by a code.
For instance, if have 256 partitions, upon reading a value v, the algorithm could decide to shift
partitions 130-256 over by a single value, and leave the endpoints of partitions 101-129 unchanged.
The decision of which code gains a new value is made greedily; for every new value which we examine,
the code which sees the smallest increase in g by accepting a value does so.

We start the procedure for order-preserving Column Sketches by assuming all C codes are
non-unique and performing this procedure, taking time O(nC). We keep track of the value in each
code C which has the largest result for g(v). We then proceed to examine the value in each code c
with largest g(v). If giving v the unique code c and shifting the other values into codes c ↔ 1 and
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Figure C.2: Column Sketches improve scan performance on TPC-H queries

c + 1 produces a decrease in
∑

c/→U

qc


1 ↔ (1 ↔ fc)

Mg
Bb



then we give v unique code c. Otherwise, we do not. Additionally, this procedure is again barred
from giving consecutive codes unique values, and cannot give the first or last codes unique values.

C.5 Shifting Domains
In order to retain robust performance, the compression map needs to retain a relatively even

number of values assigned to each code. The simplest way to do this is to count the number of
values assigned to each code, and re-encode when some code is both non-unique and has too large a
proportion of the dataset. Counting the number of values assigned to each code is easily done, as it
can be done in one pass as data is ingested or as the Column Sketch is created. Additionally, this
doesn’t take too much space as tracking the number of values assigned to each code requires a single
integer per code. Since the number of codes is usually quite small, this is a small memory overhead.

When re-encoding the Column Sketch, the process is similar to its original creation and involves
a sampling phase followed by an encoding of the base column. Because the Column Sketch is a
secondary index, this process can be done in the background and does not halt query processing.
Additionally, the database can choose to use the pre-existing Column Sketch in the interim, or it
can drop it immediately.

Finally, we look at the case of clustered data such as date columns and similar. First, we note
that columns with clustered data usually do well with lightweight indices such as Zone Maps or
Column Imprints, and so there exist prior techniques which better suit these scenarios. However,
Column Sketches should retain there robust behavior in these scenarios and so we provide two ways
to deal with correlated data. The first is to perform horizontal partitioning per some amount of
data. The second technique is to run a regression on column order and column position at the
initial creation time of a Column Sketch. If the correlation is high, then we leave some number of
codes at the end of a Column Sketch empty. The number of codes to leave empty, e, is a tunable
parameter. The Column Sketch scan will perform on average like each non-unique code has 1

256↑e

of the data, and the Column Sketch will need to re-encode the Column Sketch every time the base
data reaches 256

256↑e
→ its prior size.

C.6 TPC-H
To run TPC-H queries we integrated Column Sketches into MonetDB. The results support the

main observations from the synthetic workload experiments, with Column Sketches providing a
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large boost in scan performance.
To perform the integration in MonetDB, we introduced a new select operator for Column

Sketches that takes as input the same API as the standard MonetDB select, i.e., a single column
and a predicate. However, instead of the usual output of MonetDB which is a position list, Column
Sketches outputs a bitvector. Thus, we also wrote a new fetch operator to use instead of the original
fetch operator in MonetDB that works with position lists. The rest of the operators used in the
TPC-H plans are the original MonetDB operators.

Furthermore, we did not do any changes in the MonetDB optimizer to use those new operators
automatically. Instead, we took the plans created from the explain command in MonetDB and
edited those plans to use Column Sketches. Then we fed those plans directly into the MAL interface
of MonetDB. This means our results do not include the optimizer cost, and so for fairness we also
remove this cost from MonetDB.

Overall, we setup these experiments by varying selectivity and we compare plain MonetDB
against MonetDB with ColumnSketches (Monet w/CS) enabled. We use TPC-H scale factor 100
and provide performance experiments against query one (Q1) and query 6 (Q6) of TPC-H. The
results can be seen in Figure C.2.

For both queries, Column Sketches improves on the scan performance of MonetDB. In Q1, this
improvement is less apparent as the majority of the time spent in query execution is spent doing
aggregation. In contrast, Q6 sees a much larger performance improvement as much more time is
spent doing predicate evaluation. For both queries, this improvement is roughly constant across
all selectivites. As a percentage of query time, the improvement is largest for low selectivities and
smaller for higher selectivities. The improvement for Q1 ranges from 19% at 1% selectivity to 3%
at 98% selectivity. The improvement for Q6 ranges from 54% at 1% selectivity to 41% at 98%
selectivity.
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Appendix D

Appendix: Data Calculator Primitives
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Unless otherwise specified, we use a 
reduced default values domain of 

100 values for integers, 10 values for 
doubles, and 1 value for functions.

Hash Table B+Tree/CSB+Tree/FAST
LPL

Primitive Domain size H LL UDP B+ CSB+ FAST ODP

N
od

e 
or

ga
ni

za
tio

n

1 Key retention. No: node contains no real key data, e.g., intermediate nodes of 
b+trees and linked lists. Yes: contains complete key data, e.g., nodes of b-trees, 
and arrays. Function:  contains only a subset of the key, i.e., as in tries.

yes | no | function(func) 3

no no yes no no no yes
2 Value retention. No: node contains no real value data, e.g., intermediate nodes 

of b+trees, and linked lists. Yes: contains complete value data, e.g., nodes of b-
trees, and arrays. Function:  contains only a subset of the values.

yes | no | function(func) 3

no no yes no no no yes
3 Key order. Determines the order of keys in a node or the order of fences if real 

keys are not retained.
none | sorted | k-ary (k: int) 12

none none none sorted sorted 4-ary sorted
4 Key-value layout. Determines the physical layout of key-value pairs. row-wise | columnar | col-row-

groups(size: int) 12 co
l.

co
l.

Rules: requires key retention != no or value retention != no.
5 Intra-node access. Determines how sub-blocks (one or more keys of this node) 

can be addressed and retrieved within a node, e.g., with direct links, a link only 
to the first or last block, etc. 

direct | head_link | tail_link | 
link_function(func) 4

di
re

ct

he
ad

di
re

ct

di
re

ct

di
re

ct

di
re

ct

di
re

ct

6 Utilization. Utilization constraints in regards to capacity. For example, >= 50% 
denotes that utilization has to be greater than or equal to half the capacity.

 >= (X%) | function(func) | none         
(we currently only consider X=50) 3

none none none
>= 

50%
>= 

50%
>= 

50% none

N
od

e 
fil

te
rs

7 Bloom filters. A node's sub-block can be filtered using bloom filters. Bloom 
filters get as parameters the number of hash functions and number of bits.

off | on(num_hashes: int, 
num_bits: int)                              
(up to 10 num_hashes considered) 10

01

off off off off off off off
8 Zone map filters. A node's sub-block can be filitered using zone maps, e.g., they 

can filter based on mix/max keys in each sub-block.
min | max | both | exact | off 5

off off off min min min off
9 Filters memory layout. Filters are stored contiguously in a single area of the 

node or scattered across the sub-blocks. consolidate | scatter 2
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Rules: requires bloom filter != off or zone map filters != off.
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10 Fanout/Radix. Fanout of current node in terms of sub-blocks. This can either be 
unlimited (i.e., no restriction on the number of sub-blocks), fixed to a number, 
decided by a function or the node is terminal and thus has a fixed capacity.

fixed(value: int) | function(func) 
| unlimited | terminal(cap: int)                         

(up to 10 different capacities and up 
to 10 fixed fanout values are 

considered)

22

fix
ed

(1
00

)
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)

fix
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0)
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11 Key partitioning. Set if there is a pre-defined key partitioning imposed. e.g. the 
sub-block where a key is located can be dictated by a radix or range partitioning 
function. Alternatively, keys can be temporaly partitioned. If partitioning is set to 
none, then keys can be forward or backwards appended.

none(fw-append |  bw-append) 
| range() | radix() | function
(func) | temporal(size_ratio: 

int, merge_policy: [tier| level]) 
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12 Sub-block capacity. Capacity of each sub-block. It can either be fixed to a value, 
or balanced (i.e., all sub-blocks have the same size), unrestricted or functional.

fixed(value: int) | balanced | 
unrestricted | function(func)                         

(up to 10 different fixed capacity 
values are considered)

13

un
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ric

t.
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(2
56

)
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ba
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Rules: requires key partitioning != none.
13 Immediate node links. Whether and how sub-blocks are connected. next | previous | both | none 4 none next none none none none none
14 Skip node links. Each sub-block can be connected to another sub-block (not only 

the next or previous) with skip-links. They can be perfect, randomized or 
custom.

 perfect | randomized(prob: 
double) | function(func) | none 13 none none none none none none none

15 Area-links.  Each sub-tree can be connected with another sub-tree at the leaf 
level throu area links. Examples include the linked leaves of a B+Tree.

forward | backward | both | 
none 4 none none forw. none none none none
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16 Sub-block physical location. This represents the physical location of
the sub-blocks. Pointed: in heap, Inline: block physically contained in parent. 
Double-pointed: in heap but with pointers back to the parent.

inline | pointed | double-
pointed 3
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e

po
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d
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Rules: requires fanout/radix  != terminal.
17 Sub-block physical layout.  This represents the physical layout of sub-blocks. 

Scatter: random placement in memory. BFS: laid out in a breadth-first layout. 
BFS layer list: hierarchical level nesting of BFS layouts.

BFS | BFS layer(level-grouping: 
int) | scatter                                           

(up to 3 different values for layer-
grouping are considered)

5
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r
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r
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te
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S
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LL
Rules: requires fanout/radix  != terminal.

18 Sub-blocks homogeneous. Set to true if all sub-blocks are of the same type.
boolean 2

tr
ue

 

tr
ue

 

tr
ue

 

tr
ue

 

tr
ue

 

Rules: requires fanout/radix  != terminal.
19 Sub-block consolidation. Single children are merged with their parents.

boolean 2

fa
lse

 

fa
lse

 

fa
lse

 

fa
lse

 

fa
lse

 

Rules: requires fanout/radix  != terminal.
20 Sub-block instantiation. If it is set to eager, all sub-blocks are initialized, 

otherwise they are initialized only when data are available (lazy). lazy | eager 2 la
zy

la
zy

la
zy

la
zy

la
zy

Rules: requires fanout/radix  != terminal.
21 Sub-block links layout. If there exist links, are they all stored in a single array 

(consolidate) or spread at a per partition level (scatter). consolidate | scatter 2

sc
at
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r

Rules: requires immediate node links != none or skip links != none.
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n 22 Recursion allowed.  If set to yes, sub-blocks will be subsequently inserted into a 
node of the same type until a maximum depth (expressed as a function) is 
reached. Then the terminal node type of this data structure will be used.

yes(func)  | no 3

no no ye
s(

lo
gn

)

ye
s(

lo
gn

)

ye
s(

lo
gn

)

Rules: requires fanout/radix != terminal.
Total number of property combinations > 10^18 / 60 invalid combinations ≈ 10^16

Node descriptions: H : Hash, LL: Linked List, LPL: Linked Page-List, UDP: Unordered Data Page, B+: B+Tree Internal Node
CSB+: CSB+Tree Internal Node, FAST: FAST Internal node, ODP: Ordered Data Page (Nodes highlighted with gray are terminal leaf nodes)

Figure D.1: Data layout primitives and synthesis examples of data structures.
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Data Access Primitives and Fitted Models
Data Access Primitives Level
1
(required parameters ; optional
parameters)

Model
Parameters

Data Access Primitives Layer 2 Fitted Models

1 Scan Data Size Scalar Scan (RowStore, Equal) Linear Model (1)
2 (Element Size, Comparison, Scalar Scan (RowStore, Range) Linear Model (1)
3 Data Layout; None) Scalar Scan (ColumnStore, Equal) Linear Model (1)
4 Scalar Scan (ColumnStore, Range) Linear Model (1)
5 SIMD-AVX Scan (ColumnStore, Equal) Linear Model (1)
6 SIMD-AVX Scan (ColumnStore, Range) Linear Model (1)
7 Sorted Search Data Size Binary Search (RowStore) Log-Linear Model (2)
8 (Element Size, Data Layout; ) Binary Search (ColumnStore) Log-Linear Model (2)
9 Interpolation Search (RowStore) Log + LogLog Model (3)
10 Interpolation Search (ColumnStore) Log + LogLog Model (3)
11 Hash Probe

(; Hash Family)
Structure Size

Linear Probing (Multiply-shift
Dietzfelbinger et al. [1997])

Sum of Sigmoids (5),
Weighted Nearest
Neighbors (7)

12
Linear Probing (k-wise independent,
k=2,3,4,5)

Sum of Sigmoids (5),
Weighted Nearest
Neighbors (7)

13 Bloom Filter Probe
(; Hash Family)

Structure Size,
Number of Hash
Functions

Bloom Filter Probe (Multiply-shift
Dietzfelbinger et al. [1997])

Sum of Sum of Sigmoids
(6), Weighted Nearest
Neighbors (7)

14
Bloom Filter Probe (k-wise independent,
k=2,3,4,5)

Sum of Sum of Sigmoids
(6), Weighted Nearest
Neighbors (7)

15 Sort Data Size QuickSort NLogN Model (4)
16 (Element Size; Algorithm) MergeSort NLogN Model (4)
17 ExternalMergeSort NLogN Model (4)
18 Random Memory Access Region Size Random Memory Access Sum of Sigmoids (5),

Weighted Nearest
Neighbors (7)

19 Batched Random Memory
Access

Region Size Batched Random Memory Access Sum of Sigmoids (5),
Weighted Nearest
Neighbors (7)

20 Unordered Batch Write Write Data Size Contiguous Write (RowStore) Linear Model (1)
21 (Layout; ) Contiguous Write (ColumnStore) Linear Model (1)
22 Ordered Batch Write Write Data Size, Batch Ordered Write (RowStore) Linear Model (1)
23 (Layout; ) Data Size Batch Ordered Write (ColumnStore) Linear Model (1)
24 Scattered Batch Write Number of

Elements, Region
Size

ScatteredBatchWrite Sum of Sum of Sigmoids
(6), Weighted Nearest
Neighbors (7)

Models used for fitting data access primitives
Model Description Formula

1 Linear Fits a simple line through data f(v) = w→ε(v) + y0; ε(v) = (v)

2 Log-Linear Fits a linear model with a basis composed of the identity and
logarithmic functions plus a bias

f(v) = w→ε(v) + y0; ε(v) =


v
log v



3 Log + LogLog Fits a model with log, log log, and linear components f(v) = w→ε(v) + y0; ε(v) =


v

log v
log log v



4 NLogN Fits a model with primarily an NLogN and linear component f(v) = w→ε(v) + y0; ε(v) =


v log v
v



5 Sum of Sigmoids Fits a model that has k approximate steps. Seen as sigmoids
in log x as this fits various cache behaviors nicely

f(x) =
∑k

i=1
ci

1+e↑ki(log x↑xi) + y0

6 Sum of Sum of
Sigmoids

Fits a model which has two cost components, both of which
have k approximate steps occuring at the same locations.

f(x, m) =
∑k

i=1
ci1

1+e↑ki(log x↑xi) +

(m → 1)(
∑k

i=1
ci2

1+e↑ki(log x↑xi) + y1) + y0

7 Weighted Nearest
Neighbors

Takes the k nearest neighbors under the l2 norm and
computes a weighted average of their outputs. The input x is
allowed to be a vector of any size.

Let x1, ...xk be the nearest neighbors of x with
costs y1, . . . , yk. Then
f(x) = 1∑k

i=1
1

d(x,xi)

∑k

i=1
1

d(x,xk) yk

Notation: f is a function, v is a vector, and x, m are scalars. log(v) returns a vector with log applied on an element

by element basis to v; i.e. if v =


v1
v2


, then log v =


log v1
log v2


. Finally, if we have vectors v(1), v(2) of lengths n, m

stacked on each other as


v(1)

v(2)


, then this signifies the n + m length vector produced by stacking the entries of v(1)

on top of the entries of v(2); i.e.


v(1)

v(2)


=

(
v

(1)
1 , . . . , v

(1)
n , v

(2)
1 , . . . , v

(2)
m

)→
.

Table D.1: Data access primitives and models used for operation cost synthesis.
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